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Logik

Kommentierte Aufgaben und Losungen

Henning Franzen Uwe Scheffler






Vorwort

Wer als Philosoph Logik studiert, bekommt in Vorlesungen und Semina-
ren hauptsichlich metatheoretische Zusammenhénge vermittelt. Fiir das
Versténdnis der Theorie ist jedoch das praktische Einiiben elementarer logi-
scher Fertigkeiten unerldflich, dafiir fehlt leider in der Regel die Zeit. Damit
sind die Studierenden dann allein gelassen. Fiir Tutorien stehen nur selten
ausreichend finanzielle Mittel zur Verfiigung. Die meisten Logik-Lehrbiicher
enthalten schon aus Platzgriinden keine oder nur wenige Ubunsaufgaben mit
knappen und daher oft schwer verstindlichen Losungen. Das vorliegende
Buch enthélt Aufgaben und Losungen, die aus Klausur- und Tutoriumsauf-
gaben in einem 2-semestrigen Grundkurs Logik fiir Philosophen entstanden
sind. Viele sind ausfiihrlich kommentiert, so dafl der Leser die Loésungswege
leicht selbst nachvollziehen kann. Damit wird ihm die Mo6glichkeit geboten,
die Vermittlung der Theorie in der Logik-Ausbildung selbsténdig durch das
Losen von Aufgaben zu ergénzen.

Die Reihenfolge der Aufgabengebiete entspricht in den ersten fiinf Ka-
piteln dem iiblichen Aufbau der Lehrbiicher. Diese Kapitel konnen daher
— teilweise aufeinander aufbauend — von vorn nach hinten durchgearbeitet
werden. Die wichtigsten Entscheidungs- und Beweisverfahren der klassichen
Aussagen- und Pridikatenlogik, wie sie in fast allen Logik-Lehrbiichern ge-
lehrt werden, kommen dabei exemplarisch zur Anwendung. Dieser umfang-
reichste Teil des Ubungsbuches kann sicherlich in jedem Standard-Logikkurs
fiir Philosophiestudenten genutzt werden.

Es folgen vier kiirzere Kapitel zur traditionellen Logik, zum Intuitionis-
mus, zu Theorien der logischen Folgebeziehung und zur nichttraditionellen
Pradikationstheorie. Sie ergénzen — je nach Bedarf — das ,klassische“ Ange-
bot.

Der Schwierigkeitsgrad der Aufgaben ist unterschiedlich, wobei das jeder
anders empfinden mag. Wir haben uns jedoch bemiiht, das Niveau einem
einfiihrenden Kurs anzupassen und empfehlen ehrgeizigen Lesern beispiels-
weise Alonzo Churchs Introduction to Mathematical Logic fiir weiterfiihren-
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de Ubungen. In der Regel werden zu Beginn der Abschnitte die elementa-
ren Fertigkeiten geiibt, wéhrend sich weiterfiihrende und anspruchsvollere
Aufgaben anschliefen. Auf metatheoretische Aufgaben zum selbstindigen
Uben wurde weitgehend verzichtet. Am Ende der meisten Kapitel finden
sich ,Richtig oder falsch?“-Aufgaben, in denen wichtige Begriffe und Defini-
tionen abgefragt werden. Deren Losungen stehen am Ende des Buches. Soll-
ten die Schwierigkeiten beim Losen einiger Aufgaben trotz der Konsultation
von Losungen und Kommentaren uniiberwindbar scheinen, sollten zunéchst
die ,Richtig oder falsch?“-Aufgaben dieses Kapitels gelost und sorgfiltig
durchdacht werden.

Weil die Aufgabensammlung an der Humboldt-Universitit zu Berlin ent-
standen ist, folgt sie in der Symbolik und in den vorgestellten Systemen
weitgehend dem dort verwendeten Lehrbuch Logik von Horst Wessel [5].
Die Symboltabelle im Anhang (auf Seite 173) macht es jedoch leicht, in an-
deren Lehrbiichern benutzte davon abweichende Symbole zu {ibersetzen. Wo
immer wir Systeme und Begriffe voraussetzen, die kein allgemeiner Standard
sind, werden diese eingefiithrt. Diese mit Rahmen gedruckten Einleitungen
einiger Abschnitte sollen kein Lehrbuch und keine Vorlesung ersetzen. Sie
bieten auch keine Hilfe bei der Erarbeitung des Stoffes sondern sollen le-
diglich die darauffolgend verwendete Terminologie beziehungsweise die in
den Beweisen und Entscheidungsverfahren verwendeten Mittel einfiihren,
insofern sie nicht selbstversténdlich sind. So bleibt das Buch lesbar, ganz
gleich nach welchem Lehrbuch man die Logik studiert. Auch aufgrund der
jahrzehntelangen Lehrerfahrungen Berliner Logiker mit friiheren Auflagen
kénnen wir aber [5] wirmstens als Begleitlektiire empfehlen.

Wir kénnen im Moment nicht vollig ausschlielen, dafl uns keinerlei Fehler
irgendwelcher Art unterlaufen sind. Im trotz sorgfaltiger Priifung moglichen
anderen Fall — es ist uns bewuft, dafl dies in einem solchen Buch beson-
ders peinlich ist — sind wir fiir Hinweise und Kritik dankbar. Wir bedanken
uns bei Paul Hoyningen-Huene, bei Ingolf Max und bei Hans Rott fiir die
Forderung unseres Projektes und fiir umfangreiche Verbesserungsvorschlige
und ganz besonders bei Fabian Neuhaus fiir das Korrekturlosen und Kor-
rekturlesen aller Aufgaben, Losungen und Kommentare. Hinweise, Kritiken,
interessante Aufgaben sowie Anregungen und Fragen koénnen Sie iiber die
unten angegebene E-mail-Adresse oder die angegebene Homepage an uns
senden.

Berlin, September 2000 Henning Franzen

Uwe Scheffler
URL: www.logos-verlag.de:/logikaufgaben
E-mail: logikaufgaben@logos-verlag.de
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Kapitel 1

Sprache der Aussagenlogik

1.1 Formeldefinitionen

(Lésungen ab Seite 2)

Aufgabe 1.1.1: 444
Definieren Sie den Begriff ,, Aussagenlogische Formel“ fiir eine Aussagenal-

gebra, deren Grundoperatoren Negation (~), Konjunktion (A), Adjunktion

(V), Subjunktion (D) und Bisubjunktion (=) sind!

Aufgabe 1.1.2: 444
Gegeben sind abzdhlbar unendlich viele Aussagenvariablen p, ¢ und r mit

und ohne Indizees sowie die aussagenlogischen Operatoren Negation ( ~) und
Replikation (C). Die entsprechende Aussagenalgebra heifle Replikation. Die
Negation ist wie iiblich definiert, die Replikation hat folgende semantische
Definition:

A|B|ACB
W W W
w | f W
f|w T
f|f W

Definieren Sie ,,Aussagenlogische Formel®“ in Replikation!

Aufgabe 1.1.3: 444
Welche der folgenden Zeichenreihen ist eine aussagenlogische Formel nach

der Definition aus Aufgabe 1.1.17

a) (pV ~p)=w

b) ((pAq) > (rVvp)

c) ((~rAg)=)
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Losung

1.1.1

1.1.2

2 KAPITEL 1. SPRACHE (AL)

d) (P29 A(g>r)=(p>Dr))
e) (AD ~B)

f) (pveg=@A(VgAr)

Aufgabe 1.1.4:

Gegeben sei folgendes Alphabet:

e p,q,r — Aussagenvariablen

e [1 — ein dreistelliger aussagenbildender Operator (sowohl ...als auch
...und ...)

e (,) — Klammern

Definieren Sie fiir dieses Alphabet den Terminus , aussagenlogische Formel“!

Loésungen

Loésung 1.1.1:

1. Alleinstehende Aussagenvariablen sind aussagenlogische Formeln.

2. Wenn A eine aussagenlogische Formel ist, ist auch ~A eine aussagen-
logische Formel.

3. Wenn A und B aussagenlogische Formeln sind, so sind auch (A A B),
(AV B), (A D B) und (A = B) aussagenlogische Formeln.

4. Nichts anderes, als in den Punkten 1-3 definiert wurde, ist eine aussa-
genlogische Formel.

Kommentar:

Verwenden Sie unbedingt Metavariablen und keine Aussagenvariablen in

den Punkten 2 und 3, sonst sind nur die konkreten Zeichenreihen mit den

entsprechenden Aussagenvariablen als Formeln definiert. Wenn Sie ndmlich

z.B. in Punkt 3 statt (A D B) (p D ¢q) schreiben, dann ist zwar (p D q)

als Formel definiert, nicht aber (p O ~q), (~p D (p D ¢q)) und viele andere

mehr. Vergessen Sie nicht die Klammern in Punkt 3, sonst sind die Formeln

nicht mehr eindeutig lesbar. Verwenden Sie nicht mehr Operatoren, als als

Grundoperatoren vorgegeben sind.

Losung 1.1.2:

1. Alleinstehende Aussagenvariablen sind aussagenlogische Formeln.

2. Wenn A eine aussagenlogische Formel ist, ist auch ~A eine aussagen-
logische Formel.

3. Wenn A und B aussagenlogische Formeln sind, ist auch (A C B) eine
aussagenlogische Formel.
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4. Nichts anderes, als in den Punkten 1-3 definiert wurde, ist eine aussa-
genlogische Formel.

Kommentar:

Die Losung ist dhnlich wie die der vorigen Aufgabe (mit der Verénderung

in Punkt 3). Welche Operatoren als Grundoperatoren gegeben sind, spielt

keine prinzipielle Rolle beim Formelaufbau.

L6sung 1.1.3:

a) Dies ist keine Formel, denn ,,=* ist kein Operator und der Wahrheits-
wert w ist nicht Teil der Sprache.

b) Dies ist eine Fomel.

c) Weil rechts vom Operator ,,=* keine Teilformel steht ist dies keine For-
mel.

d) Dies ist eine Formel.

e) A und B sind keine Aussagenvariablen, sondern Metavariablen, deshalb
ist dies keine Formel.

f)  Weil drei Klammern ge6ffnet (,,(“), aber nur zwei geschlossen (,,)*) wer-
den, ist auch dies keine Formel.

L6ésung 1.1.4:

1. Alleinstehende Aussagenvariablen (das heift: p, ¢ und r) sind aussagen-
logische Formeln.

2. Wenn A, B und C aussagenlogische Formeln sind, ist auch (MABC)
eine aussagenlogische Formel.

3. Nichts anderes, als in den Punkten 1 und 2 definiert wurde, ist eine
aussagenlogische Formel.

Kommentar:

Beachten Sie, dafi die Formel (Mpgr) mit der eingefiihrten dreistelligen Kon-

junktion syntaktisch verschieden von méglichen Zusammensetzungen mit

der iiblichen zweistelligen Konjunktion ist: Sie ist nicht die Formel ((pAg)Ar)

und nicht die Formel (pA(gAr)). Allerdings konnen die Formeln bei geeigne-

ter (und naheliegender) Definition der Operatoren dquivalent sein. Beachten

Sie weiterhin, dafl ein endliches Alphabet angegeben wurde: Es gibt genau

drei Aussagenvariablen.

1.1.3

1.14
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1.2 Formalisieren von Aussagen der natiirlichen
Sprache

(Losungen ab Seite 5)

Aufgabe 1.2.1:

Welche der folgenden Sétze sind Aussagen?

Wer reitet so spit durch Nacht und Wind?

Es ist der Vater mit seinem Kind!

Ich denke, also bin ich.

Erkenne dich selbst!

Der Mond ist aus griinem Kése.

Was du nicht willst, dass man dir tu, das fiig auch keinem andern zu!
Der Staat.

o &

o,

a

= D

]
SN—r

Aufgabe 1.2.2:

Gegeben sind folgende Aussagen:

p — die Renten sinken; ¢ — die Steuern steigen.

Ubersetzen Sie folgende Aussagen in die Sprache der Aussagenalgebra!

a) Die Steuern steigen nicht.

b) Die Renten sinken, die Steuern steigen.

c) Die Renten sinken, aber die Steuern steigen nicht.
d) Wenn Steuern steigen, sinken die Renten nicht.

e) Weder steigen die Steuern, noch sinken die Renten.

—h

)
) Die Renten sinken, es sei denn, die Steuern steigen.

Aufgabe 1.2.3:

Ubersetzen Sie die folgenden Aussagen in die Sprache der Aussagenalgebra:

(Zergliedern Sie dabei die Aussagen so weit wie moglich in ihre Bestandteile

und schreiben Sie unbedingt auf, welche Aussagenvariablen Sie fiir welche

Teilaussagen verwenden!)

a) Die Erde ist eine Scheibe oder der Mond ist aus griinem Kise.

b) Es ist nicht wahr, dafl die Zahl 2 keine gerade Primzahl ist.

c) Wenn der Hahn kriht auf dem Mist, dndert sich das Wetter oder es
bleibt wie es ist.

d) Wer Banknoten nachmacht oder verfilscht oder nachgemachte sich ver-
schafft und in Verkehr bringt, macht sich strafbar.

e) Eine formalisierte Theorie ist genau dann entscheidbar, wenn es einen
Algorithmus gibt, mit dem festgestellt werden kann, ob ein beliebiger
Satz der Theorie wahr oder falsch ist.
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f)  Eine Person macht sich strafbar, wenn sie einen Menschen totet, es sei
denn sie handelt aus Notwehr.
g) Und kam die goldene Herbsteszeit
und die Birnen leuchteten weit und breit,
Da stopfte, wenns Mittag vom Turme scholl,
Der von Ribbeck sich beide Taschen voll ...

(Th.Fontane: Herr von Ribbeck auf Ribbeck im Havelland)

Aufgabe 1.2.4:
Gegeben sind folgende Aussagen und Formeln; {ibersetzen Sie die formalen
Ausdriicke in die natiirliche Sprache!
a) p — Philosophen schreiben dunkel;
g — Philosophen verdienen Geld mit ihren Schriften.

L. (pA ~q)
2. (~pDyq)
3. ~(p=q)

b) p — Die Vielheit ist nur Schein;
g — Das Wahre ist das Ganze;
r — Die Bewegung liegt auflerhalb des Dingseins.
L. ((pAg) D ~r)
2. (pA(g>D ~r))
3. (~p=~(~rVa))

Loésungen

Losung 1.2.1:

Aussagen sind b), ¢) und e).
Losung 1.2.2:

a) ~q

b) (pAq)

c) (PN ~q)

d) (gD ~p)

e) (~qA ~p)

f) ~(p=q)
Kommentar:

Der Satz ist gleichbedeutend damit, dafl entweder die Renten sinken
oder die Steuern steigen. Dies 148t sich wie angegeben formalisieren.

444

Losung

1.2.1

1.2.2
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1.2.4

KAPITEL 1. SPRACHE (AL)

L6sung 1.2.3:

(pVa)

p — ,,Die Erde ist eine Scheibe.“; ¢ — ,,Der Mond ist aus griinem Kiése.“
~ Np

p — ,,2 ist eine gerade Primzahl.“

(pD(qV ~q))

p — ,Der Hahn kriht auf dem Mist.“; ¢ — ,,Das Wetter dndert sich.

(((p1 Vp2) V (p3 Ap4)) D q)
p1 — ,Jemand macht Banknoten nach.“; po — ,,Diese Person verfilscht

Banknoten.“; p3 — ,Diese Person verschafft sich verfilschte Bankno-
ten.“; py — ,Diese Person bringt die betreffenden Banknoten in Ver-
kehr.“; ¢ — ,,Diese Person macht sich strafbar.

Kommentar:

Je nach dem, wie man den Satz versteht, kénnte auch die Formel
(((p1 Vp2) Vp3) Aps)) D q) eine Losung sein.

(p=4q)

p — ,Eine formalisierte Theorie ist entscheidbar.“; ¢ — ,Es gibt einen
Algorithmus ...“

(pD(g= ~r))

p — ,Eine Person totet einen Menschen.“; ¢ — ,,Diese Person macht sich
strafbar.“; » — ,,Diese Person handelt aus Notwehr.“

Kommentar:

Der formalisierte Satz heiffit , Wenn eine Person einen Menschen tétet,
dann macht sie sich genau dann strafbar, wenn sie nicht aus Notwehr
handelt®. Dieser Satz ist bedeutungsgleich mit dem in der Aufgaben-
stellung und damit eine korrekte Formalisierung.

((pr Ap2) D (¢D7))

p1 — ,Die goldene Herbsteszeit kam.“; po» — ,,Die Birnen leuchteten weit
und breit.; ¢ — ,,Es scholl mittags vom Turme.“; » — ,Herr von Ribbeck
stopfte sich beide Taschen voll.“

L6sung 1.2.4:

a)

1. Philosophen schreiben dunkel und verdienen kein Geld mit ihren
Schriften.

2. Wenn Philosophen nicht dunkel schreiben, verdienen sie Geld mit
ihren Schriften.

3. Entweder schreiben Philosophen dunkel oder sie verdienen Geld
mit ihren Schriften.
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b)

1. Wenn die Vielheit nur Schein ist und das Wahre das Ganze, dann
liegt die Bewegung nicht auflerhalb des Dingseins.

2. Die Vielheit ist nur Schein und wenn das Wahre das Ganze ist,
dann liegt die Bewegung nicht auflerhalb des Dingseins.

3. Die Vielheit ist genau dann nicht nur Schein, wenn es nicht der Fall
ist, daf} die Bewegung nicht auflerhalb des Dingseins liegt oder das
Wahre das Ganze ist.

Kommentar:

Beachten Sie die Notwendigkeit, Betonung (oder &hnliche Mittel) zur

Strukturierung des letzten Satzes im ,,Philosophenjargon“ einzusetzen.

1.3 Klammern, Hauptoperator,

Klammerfreie Schreibweise

(Lésungen ab Seite 9)

Mit der Bezeichnung ,,Klammerkonvention“ beziehen wir uns auf

folgende Vereinbarung:

1. In einer Formel kénnen die beiden Auflenklammern weggelassen
werden.

2. Bei benachbarten unterschiedlichen Operatoren konnen die
Klammern um den bindungsstirkeren Operator weggelassen
werden. Die Bindungsstirke der Operatoren nimmt in folgender
Reihenfolge ab:  ~,|,1,A,V, D, =.

3. Bei benachbarten gleichen Operatoren kénnen die Klammern
um die linken Operatoren weggelassen werden.

Aufgabe 1.3.1:

In den folgenden Formeln sind Klammern entsprechend der Klammerkon-
vention weggelassen worden. Setzen Sie in den Formeln alle Klammern, um
die Ausgangsformel wieder herzustellen!

a)

o o

~—

o o
~—

~—

PDOgN ~q

(PDg) AN ~gD ~p
pA(gDTr)DTrA ~p
~(~pA ~q) DpVyq
(pDgDr)VgATrV ~pDg

14
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>>>  Aufgabe 1.3.2:
Entfernen Sie in den folgenden Formeln alle gem&fl der Klammerkonvention
iiberfliisssigen Klammern:

a) ((pAg) A ~q)

) (P2 a)A(~qAp))

) (~pAgV((atp) D ~p)

; (pV(gA~g)=(p>D ~qV?D

(
((pPD2@)Dr)A(AT))V ~(qVq))

>>>  Aufgabe 1.3.3:
Welches ist der Hauptoperator in den folgenden Formeln?

o o

a ~p
b) pDgDpDp
~(ptp)

o
\_/\%\_/v\_/

(PDq@)V(gDp) A(r=p)
gOrD>(PDgD(pDr))

@

Aussagenlogische Formeln kénnen in einer klammerfreien, polni-

schen Notation aufgeschrieben werden. Dabei werden die durch die

Operatoren verbundenen Teilformeln den Operatoren nachgestellt,

ein n—stelliger Operator bezieht sich auf die folgenden n Formelaus-

driicke in der Reihenfolge ihres Vorkommens. Dies wird beispiels-

weise mit folgender Definition fiir eine Sprache mit den Operatoren

Negation N, Konjunktion K, Adjunktion A, Subjunktion C und Bi-

subjunktion E erreicht (als Metavariablen fiir Formeln werden kleine

griechische Buchstaben verwendet):

1. Alleinstehende Aussagenvariablen sind aussagenlogische For-
meln.

2. Wenn o und B aussagenlogische Formeln sind, sind auch Na;
Kag, Aap, Caf und Eaf aussagenlogische Formeln.

3.  Nichts anderes ist eine aussagenlogische Formel.

>>>  Aufgabe 1.3.4:
Ubersetzen Sie folgende Formeln in die klammerfreie Schreibweise:

a) pV ~p
b) pDgDpDr
(rA~r)Dgq

o
v\%vvv

((p1 Vp2) = (~p2V ~p1))
(pDgDr)VgArV ~pDyq

@
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Aufgabe 1.3.5:
Ubersetzen Sie folgende in der klammerfreien, polnischen Schreibweise no-
tierten Formeln in die geklammerte Schreibweise mit Operatorensymbolen:

2)

ceog

CpNgq

CNpCqp

CKpqKqp

CNKpgANpNq
CKKCpNqCrpy AprANgp;

Losungen

Losung 1.3.1:

a)

(p D (gN ~q))

Kommentar:

Die Klammer um g A ~g mufl man setzen, weil die Konjunktion stérker
als die Subjunktion bindet. Schlieflich mufl immer die Auflenklammer
um die gesamte Formel gesetzt werden.

((pD> @A ~q) D ~p)

Kommentar:

Die Konjunktion bindet stirker als die Subjunktion, also muf} eine
Klammer um die gesamte durch die Konjunktion gebildete Teilformel
gesetzt werden: ((p D q) A ~g) D ~p. Dariiber hinaus muf} die Aufien-
klammer gesetzt werden.

(pA(@D71))D(rA ~p))

(~(~pA ~q) D (pVa))

((((p2g) D) V(gAT))V ~p) Dq)

L6sung 1.3.2:

a)

PAGN ~q

Kommentar:

Die Auflenklammer kann man immer weglassen. Auflerdem kann die
Klammer um p A ¢ weggelassen werden, weil von links geklammert ist
und die benachbarten Operatoren gleich sind.

(pD>q) A (~qAp)

Kommentar:

Die Klammer um p O ¢ muf} bleiben, weil die Subjunktion nicht so stark
bindet wie die Konjunktion. Die Klammer um die rechte Konjunktion

1<

Losung

1.3.1

1.3.2
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bleibt, weil der rechte zweier gleicher benachbarter Operatoren geklam-
mert ist. Sie mufl also bleiben, wenngleich die obige Formel zu der For-
mel (p D q) A ~q A p dquivalent ist — dies spielt jedoch im gegebenen
Zusammenhang keine Rolle.

~(pAq)V(gtp D ~p)

Kommentar:

Die erste Negation bezieht sich auf (p A ¢), deshalb muf} die Klammer
bleiben. Weil } stirker bindet als D, kann die Klammer um ¢ { p weg-
gelassen werden.

PVIAN~G=pD ~qVp

(PDgDdr)A(PAT)V ~(gVq)

Kommentar:

Die Klammer um p A r muf} bleiben — siehe b).

Lo6sung 1.3.3:

)

Einziger Operator und damit Hauptoperator ist die Negation.

Die letzte Subjunktion ist der Hauptoperator.

Die Negation ist der Hauptoperator, weil zunichst die Negatkonjunk-
tion in der Klammer ausgefiihrt werden mu#.

Zuerst werden die Operationen in den Klammern ausgefiihrt, dann die
Konjunktion, weil sie stirker bindet als die Adjunktion. Letztere ist der
Hauptoperator.

Die zweite Subjunktion ist der Hauptoperator.

L6sung 1.3.4:

a)

ApNp

Kommentar:

Der Hauptoperator der Formel ist eine Adjunktion, daher das A zu
Beginn der polnischen Notation. Nun muf} als Nichstes das Vorderglied
(,p“) und dann das Hinterglied der Formel (,, Np“) notiert werden.
CCCpqpr

Kommentar:

Der Hauptoperator der Formel ist eine Subjunktion, daher das erste
,C“. Nun miissen nacheinander das Vorderglied und dann das Hin-
terglied der Subjunktion geschrieben werden. Das Vorderglied ist eine
Subjunktion (zweites ,,C“) einer Subjunktion (drittes ,,C*) von p und
g und p; Hinterglied der ersten Subjunktion ist r.

CKrNrq

EApip2 ANpaNpy

CAACCpqrKqrNpq



1.4. RICHTIG ODER FALSCH?

Lo6sung 1.3.5:

a) pD ~q
Kommentar:

Zu Beginn steht ein C, der Hauptoperator der Fomel ist also eine Sub-
junktion. In der polnischen Notation folgt nun das Vorderglied, das ist
lediglich p, weil kein weiterer Operator folgt. Der verbleibende Rest ist

das Hinterglied, also ~q.
b) ~pD(gDp)

c) PAGDgAp
Kommentar:

Hauptoperator der gesuchten Formel muf} eine Subjunktion sein, denn
in der klammerfreien Schreibweise beginnt sie mit einem ,,C*. Das ver-
bindet die darauf folgenden kompletten Formeln. Erste Formel ist Kpq,
also die Konjunktion von p und ¢ und damit das gesuchte Vorderglied
der Subjunktion. Die zweite ganze Formel ist Kgp — die Konjunktion

im Hinterglied der Losung.
d) ~(pAg)D ~pV ~q
e) (D ~ANTDp)A(PVr)D ~qVp

1.4 Richtig oder Falsch?

(Lésungen ab Seite 167)
Aufgabe 1.4.1:

Jede aussagenlogische Formel hat einen Hauptoperator.
Es gibt keine aussagenlogischen Formeln mit 0 Zeichen.

NS

Es gibt keine aussagenlogischen Formeln mit 0 Operatoren.
Es gibt keine aussagenlogischen Formeln mit 0 Klammern.

@
=

Es gibt keine aussagenlogischen Formeln mit 0 Aussagenvariablen.

1.3.5

1<«






Kapitel 2

Semantik der Aussagenlogik:
Aussagenalgebra

2.1 Entscheidungsverfahren und Aquivalenz

(Lésungen ab Seite 17)

Eine aussagenlogische Formel ist genau dann

erfiillbar
wenn es eine Belegung der vorkommenden Aussagenvariablen
mit Wahrheitswerten gibt, bei der sie den Wert w annimmt;

tautologisch
wenn sie bei jeder Belegung der vorkommenden Aussagenva-
riablen mit Wahrheitswerten den Wert w annimmt;

kontradiktorisch
wenn sie bei jeder Belegung der vorkommenden Aussagenva-
riablen mit Wahrheitswerten den Wert £ annimmt; und

logisch indeterminiert
wenn sie bei mindestens einer Belegung der vorkommenden
Aussagenvariablen mit Wahrheitswerten den Wert w annimmt
und bei mindestens einer Belegung der vorkommenden Aussa-
genvariablen mit Wahrheitswerten den Wert £ annimmt.

13
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Logisch indeterminierte Formeln werden auch als erfillbare nicht-
tautologische Formeln bezeichnet.

Aussagenlogische Formeln sind genau dann Aquivalent, wenn sie
bei jeder gemeinsamen Belegung fiir die in ihnen vorkommenden
Aussagenvariablen den gleichen Wahrheitswert annehmen.

Aufgabe 2.1.1:

Ermitteln Sie mit Hilfe von Wahrheitstabellen, welche der folgenden For-
meln Tautologien, welche Kontradiktionen und welche logisch indeterminiert
sind:

a)  ~(pD ~p)

b) pDqV ~q

~(~pA ~q) DpAgq

(PDgA ~g) Ap

plp=pAgq

pANg DT

pPAgDTrD(D(gDr))

pA(@Dr)DrA~p

pAgDOrD(pDr)A(gDr)

Aufgabe 2.1.2:

Welche der Formeln sind jeweils semantisch dquivalent?

a) PDOA(@Dr)und pDgAr

b) (pD2gA(rD>qgundpVrDyg

¢) pD~g ~PDq),pA~g ~pAq),pDgDpund ~pV ~q

Aufgabe 2.1.3:

Beweisen Sie folgende Aquivalenzen:
a) ADB= ~BD> ~A

b) ~(ADB)=AAA~B

c) A=B=(~AVB)A(AV ~B)

Aufgabe 2.1.4:

Uberpriifen Sie mit Hilfe des verkiirzten Entscheidungsverfahrens, ob die
folgenden Formeln Tautologien sind oder nicht:

a) pDqA ~q

) P2¢>(@>r>(p>Or)

) ¢2r>(>(rdg)

) p2gD(~¢>D ~p)

e) ~pA~qgD ~(qVp)

= R D o

8o o
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f) (pO>r)A(@gDr)ArDpAg

g) ~pA~qgD ~(~pDq)

h) pD(~pA ~gD ~(~gDp))

i) pD(@Ddr)D(p>gD(rdp))

i) (@Do>r)A(@D>r)D(~rDpAg)
(pD>r)v(g>dr)D(VegDr)
(pVg)= ~(~pA ~q)

) (pDr)A(gDr)D(rdpAg)
=g ANP1=q)>D@PDOM D (@Dq))
(P D) A2Dr)A ~(gVr)Dp1tpe
(PDp1)V(pDp2) D(p1Vp2Dp)

PrLO ~D((p2D ~)A ~gt ~rDp1tp2)

Aufgabe 2.1.5:
Zusétzlich zum bekannten Alphabet definieren wir folgenden Operator:

A|B|ACB
W W W
w | f W
f|lw f
f|f W

Uberpriifen Sie mit Hilfe des verkiirzten Entscheidungsverfahrens ob die
folgenden Formeln Tautologien sind, oder nicht:

a) pDg¢D(¢Cp)
b) pDgD(~pC ~q)

Aufgabe 2.1.6:

a) Geben Sie Formeln A, B und C an, die den folgenden Wertetabellen
geniigen! In ihnen sollen alle aufgefiihrten Aussagenvariablen vorkom-

men.
plgq|r||A|B|C
wlw| wi|f|w]|Tf
wlw|f|lw|w]|Tf
w| f|\w| f|w| £
w|f|f||lf|f|w
f wiw|f|w|w
flw|f|lf|w]|f
f flw|w|w]|f
ft|f|f)|lf|f|w

1<

1<
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b) Wie lassen sich systematisch Formeln zu vorgegebenen Wertetabellen
finden?

Aufgabe 2.1.7:

Konstruieren Sie eine Formel mit drei Variablen (p, ¢ und r), die genau dann
wahr wird, wenn ...

..genau je zwei der Variablen wahr sind!

.. hochstens zwei der Variablen wahr sind!

.. mindestens zwei der Variablen wahr sind!

.. hochstens zwei der Variablen falsch sind!

.. mindestens zwei der Variablen falsch sind!

Aufgabe 2.1.8:
Geben Sie eine Menge von drei nicht gemeinsam erfiillbaren Formeln an, von
denen aber je zwei gemeinsam erfiillbar sind!

Aufgabe 2.1.9:

Verneinen Sie folgende Aussagen:

Ich gehe ins Theater oder ins Kino.

Ich kam, (und) ich sah, (und) ich siegte.

Wenn es regnet, wird die Strafle naf.

Entweder war der Gértner der Mérder oder der Butler.

Wenn ich die Logik-Klausur bestehe, mache ich meine Zwischenpriifung
oder gehe fiir ein Jahr nach Frankreich.

Uberpriifen Sie Thr Ergebnis: Formalisieren Sie die unnegierten obigen Aus-
sagen und setzen Sie die Negation davor. Formalisieren Sie nun Thre negier-
ten Aussagen auf analoge Weise und priifen Sie, ob die jeweils entsprechen-
den einander dquivalent sind

Aufgabe 2.1.10:

Aus Smullyans ,, Logik-Ritter und andere Schurken® ([4])

McGregor fiihrte einst auf der Insel der Ritter (diese sagen immer die Wahr-

heit) und der Schurken (diese liigen stets) eine Volkszdhlung durch. Er be-

fragte vier Ehepaare, wer von ihnen Ritter und wer Schurke wére. Dabei

geschah folgendes:

a) Im ersten Haus rief die Frau argerlich: ,Wir sind beide Schurken!“

b) Im zweiten Haus fragte McGregor: ,,Sind Sie beide Schurken?* — Min-
destens einer von uns!“ war die Antwort.

¢) ,Wenn ich ein Ritter bin, so ist meine Frau auch einer.“ sprach der
Mann im dritten Haus.

d) ,Mein Mann und ich sind vom gleichen Typ*“, freute sich die Frau im
vierten Haus, ,,entweder sind wir beide Schurken oder beide Ritter!“

&

o

@

&

o

@
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Wer von den acht Ehepartnern ist nun Ritter und wer Schurke?

TIP: Gegeben sind in jedem Haus zwei Inselbewohner P; und P> und g¢;
sei die Aussage, daB P; ein Ritter ist (fiir i=1 oder i=2). Dann ist ~g;
die Aussage, dal P; ein Schurke ist. Jetzt horen wir, dal P, die Aussage
A behauptet. Wir wissen aber: Wenn P; ein Ritter ist, dann ist A wahr,
auflerdem ist dann auch ¢; wahr. Wenn ¢; jedoch falsch ist, dann ist P; ein
Schurke und dann ist auch A falsch. Also ist die Aussage ¢ = A unter den
gegebenen Umstédnden stets wahr. Man bringe nun jeweils die Aussagen der
Inselbewohner in die Form einer Formel A mit den Variablen ¢; und ¢o, dann
diirfte es nicht mehr schwer fallen, die nétigen Informationen zu bekommen.

Loésungen

Losung 2.1.1:

a) Die Formel ist logisch indeterminiert:
~(p D ~1p)

W w £f f w
f f w w f
5] 1 4 3 2
Kommentar:

Eine Wertetabelle wird entlang der Formeldefinition aufgebaut: Alle
moglichen Belegungen fiir die vorkommenden Aussagenvariablen wer-
den solange auf die Teilformeln {ibertragen, bis der Werteverlauf der
Formel feststeht. Die Aussagenvariable p kann einen der beiden Wahr-
heitswerte w oder £ annehmen. Da wir beide Félle zu beriicksichtigen
haben, haben wir zwei Zeilen in der Tabelle. In den Spalten 1 und 2
sind die beiden md&glichen Wahrheitswerte fiir p jeweils eingetragen. Die
Werte in Spalte 3 ergeben sich als Negation der Werte der Spalte 2; im
néchsten Schritt werden die Werte fiir Spalte 4 berechnet. Sie ergeben
sich nach der Tabelle der Subjunktion aus den Werten der Spalten 1
und 3. Die Negation in Spalte 5 bezieht sich auf die gesamte Teilfor-
mel in der Klammer, die Werte dieser Spalte sind also die Negationen
der Werte der Spalte 4. Diese Negation ist auch der Hauptoperator der
Formel. Die Werte unter dem Hauptoperator sind nun die Werte, die
die gesamte Formel bei den entsprechenden Belegungen der vorkom-
menden Variablen annimmt. In diesem Fall kann die Formel also — je
nachdem, welchen Wert p hat — sowohl den Wert w (in Zeile 1, Spalte 5)

Losung

2.1.1
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als auch den Wert £ (in Zeile 2, Spalte 5) annehmen. Sie ist also logisch
indeterminiert.
Die Formel ist eine Tautologie:

p O q VvV ~q
w w w w f w
w w f w w f
f w ww £ w
f w £f w w £
1 4 1 3 2 1
Kommentar:

Die Aussagenvariable p kann wahr oder falsch sein. Bei wahrem p kann
die Aussagenvariable ¢ ihrerseits wahr oder falsch sein, bei falschem
p ebenfalls. Wir haben also vier mdégliche Belegungen mit Wahrheits-
werten zu beriicksichtigen. Allgemein gilt: Bei n vorkommenden ver-
schiedenen Aussagenvariablen miissen 2 mégliche Wertekombinationen
beriicksichtigt werden.

Im ersten Schritt werden wieder Wahrheitswerte unter die vorkommen-
den Variablen geschrieben, diesmal in vier Zeilen, damit alle moglichen
Kombinationen abgedeckt werden. Unter gleichen Variablen stehen da-
bei die gleichen Werte. Im zweiten Schritt wird das zweite ¢ negiert.
WEeil die Adjunktion stirker bindet als die Subjunktion, muf sie zuerst
ausgerechnet werden (3.), wobei das erste Adjunktionsglied das erste
g und das zweite Adjunktionsglied die Negation des zweiten ¢ ist. Als
viertes und letztes werden die Werte fiir die Subjunktion mit p als Ante-
zedens und der Adjunktion als Konsequens berechnet. Die Subjunktion
ist der Hauptoperator und wird immer wahr, egal, welche Werte die
Variablen annehmen. Die Formel ist also eine Tautologie.

Die Formel ist logisch indeterminiert:

~( ~p AN ~q)DpAg
W f w £ £ w W W W W
W f w £f w £ f w £ £
W w £ £ £ w f £ £ w
f w f w w £ w f £ £
4 2 1 3 2 1 5 1 3 1

Die Formel ist eine Kontradiktion.
Die Formel ist logisch indeterminiert.
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)

Die Formel ist logisch indeterminiert:

p N g DO r
W W W W W
w w w f f
w f f w w
w £f £f w £
f £f w w w
f £f w w £
f £f £ w w
f £f £ w £
1 2 1 3 1
Kommentar:

Zuerst werden wieder alle moglichen Kombinationen von Wahrheitswer-
ten unter die Variablen geschrieben, dafiir werden bei drei verschiedenen
Variablen acht Zeilen benétigt. Wegen der Bindungsstirke wird dann
zunéchst die Konjunktion und danach der Hauptoperator, die Subjunk-
tion, berechnet.

Die Formel ist eine Tautologie:

p AgD>r D> (p>Dd(qg>dDr))
W W W W W W W W W W W
w ww £f f£f w w f w f f
w f f w w w W OW f w w
w f £f w £ w W W f w £
f £f w w w w f w W W W
f £f w w £ w f w w f f
f £f £f w w w f w f w w
f £ £f w £ w f w f w £
1 21 3 1 4 1 3 1 2 1

Die Formel ist logisch indeterminiert.
Die Formel ist logisch indeterminiert.

L6ésung 2.1.2:

a)

Die beiden Formeln sind &quivalent.

Kommentar:

In einer Tabelle wie der folgenden trigt man den Werteverlauf der bei-
den Formeln ein, abhéingig von den Werten der Variablen p, ¢ und r.

2.1.2
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plg v ||pDqg|pDr| (D@ A(PDT) | gAT [ PDgAT

W W W W W W W W

w|lw| £ W f f f f

w|f|w f W f f f

w|f|f f f f f f

flw|w W W W W W

flw|f W W W T W

f|lf|lw W W W f W

i e i W W W f W

Unter den beiden Formeln (p D ¢) A (p D r) und p D g A r ergibt sich

der gleiche Werteverlauf, d. h. bei beliebigen Werten der Variablen p, ¢
und r nehmen die beiden Formeln den gleichen Wert an. Sie sind also
semantisch dquivalent.

Die Formeln sind dquivalent.

Die Formeln p D ~gq, ~(pAq) und ~pV ~q sind dquivalent. Die Formeln
~(p D q) und p A ~q sind ebenfalls dquivalent.

Lésung 2.1.3:

a)

A/B|ADB| ~B| ~A| ~BD> ~A

W | W W f f W

w | f f W f f

f | w W f W W

f|f W W W W
Kommentar:

Weil unter den Formelschemata A D B und ~B O ~A in der Werteta-
belle die gleichen Werte stehen, ist die Aquivalenz der beiden Formel-

schemata gezeigt.

Die Spalten fiir ~B und ~A sind fiir die Losung der Aufgabe nicht re-
levant, sie sind aber hilfreich bei der Berechnung der Werte der Formel

~B D ~A.
A|/B|ADB|~ADB)| ~B|AAN~B
W | W W f f f
w | f f W W W
T | w W f f f
f|f W f W f
Kommentar:

Auch in dieser Tabelle (ebenso wie in der folgenden) stehen einige Spal-
ten nur der Ubersichtlichkeit wegen.
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¢c) A|B|A=B|~AVB| AV ~B|(~AVB)A(AV ~B)
W|w W W W W
w | f f f W f
f|w f W f f
f £ W W W W
Losung 2.1.4:
a) POGA~q
1. f
2. w £
3. f wf
Die Formel ist keine Tautologie.
Kommentar:
Der Ubersichtlichkeit wegen ist jeder Schritt in einer einzelnen Zeile
dargestellt:

Schritt 1 — Angenommen, die Formel ist keine Tautologie. Dann gibt es
(mindestens) eine Belegung der vorkommenden Variablen, bei der sie
den Wert £ annimmt. Betrachten wir eine solche Belegung. Unter dem
Hauptoperator der Formel wird ,,£“ eingetragen.
Schritt 2 — Der Hauptoperator ist eine Subjunktion, daher muf}, wenn
die gesamte Formel den Wert £ annimmt, das Antezedens den Wert w
und das Konsequens den Wert £ annehmen.
Schritt 3 — Damit das Konsequens den Wert f annimmt, geniigt es
offenbar, dafl ¢ den Wert f hat.
Es gibt also (mindestens) eine Belegung, bei der die Formel den Wert
f annimmt, sie ist also keine Tautologie. Das bedeutet natiirlich nicht,
daf} sie eine Kontradiktion sein muf}! Sie kénnte ndmlich auch logisch
indeterminiert sein.

pDgD(¢DrD(pDr))

SNl
=
h

w f
Widerspruch, die Formel ist eine Tautologie.
Kommentar:
Schritt 1 — Angenommen, die Formel ist keine Tautologie. Dann gibt es
(mindestens) eine Belegung der vorkommenden Variablen, bei der sie

2.14
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den Wert £ annimmt. Betrachten wir eine solche Belegung. Unter dem
Hauptoperator der Formel wird ,,f“ eingetragen.

Schritt 2 — Der Hauptoperator ist eine Subjunktion, daher mufl das An-
tezedens den Wert w und das Konsequens den Wert £ annehmen.
Schritt 3 — Fiir die wahre Subjunktion gibt es drei mdgliche Belegun-
gen von deren Antezedens und Konsequens, daher wird zunéchst die
falsche Subjunktion betrachtet. Die kann wiederum nur dann den Wert
f annehmen, wenn ihr Antezedens und Konsequens jeweils den Wert w
beziehungsweise £ annehmen.

Schritt 4 — Vergleiche Schritt 3. Zwei der Aussagenvariablen haben
Wahrheitswerte erhalten.

Schritt 5 — Die bekannten Wahrheitswerte der Aussagenvariablen wer-
den iibertragen.

Schritt 6 — Wegen Schritt 2 und Schritt 5 erhélt die Variable ¢ den Wert
w, wegen Schritt 3 und Schritt 5 muf ihr der Wert £ (jeweils wegen der
semantischen Definition der Subjunktion) zugeschrieben werden.
Fiihrt die Annahme, daf} die Gesamtformel bei einer Belegung der Aus-
sagenvariablen mit Wahrheitswerten den Wert £ annimmt, dazu, dafl
einer Teilformel sowohl der Wert w als auch der Wert £ zugeschrieben
werden mufs, so kann es offenbar keine solche Belegung geben. Das heif}t,
daB es keine Belegung derart gibt, daf die Formel den Wert £ annimmt.
Sie nimmt also bei allen Belegungen den Wert w an und ist folglich eine
Tautologie.

(gD7)D(p2(r2q))

fuw f wf wf

Kein Widerspruch — die Formel ist keine Tautologie

Kommentar:

Genau wie in den vorangegangenen Aufgaben wird versucht, eine Bele-
gung der Formel zu finden, bei der diese den Wert £ annimmt. Dabei
ergibt sich kein Widerspruch, die angegebene Belegung ist eine der ge-
suchten Art. Die Formel ist also keine Tautologie.

(p2¢)D(~¢D ~p)

wwf f wfffw

Widerspruch — die Formel ist eine Tautologie

Kommentar:

Beim Versuch, eine Belegung fiir die Formel zu konstruieren, bei der sie
den Wert £ annimmt, ergibt sich folgender Widerspruch: Der vorderen
Subjunktion mufl ndmlich der Wert w zugeordnet werden, wihrend sich
im hinteren Teil der Formel ergibt, dafl p den Wert w und ¢ den Wert £
annehmen mufl. Dann hétte jedoch die vordere Subjunktion den Wert
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y

f. Widerspruch! Es 148t sich also keine Belegung der Formel finden, bei
der sie den Wert £ annimmt, sie ist daher eine Tautologie.

~pA ~qD ~(qVp)

wfwwff f fwf

Widerspruch — die Formel ist eine Tautologie.

(pDr)A(¢Dr)ATDDPAG

fww w fuw wuffff

Kein Widerspruch — die Formel ist keine Tautologie
Tautologie

Tautologie

Keine Tautologie

Keine Tautologie

(pDr)V(gDT)D(pVeOT)
1. fw ff wff
2. wf wwf W W erster Fall Widerspruch.
3. wf fw w f zweiter Fall, kein Widerspruch.
Die Formel ist keine Tautologie
Kommentar:

Zunéchst wird wie iiblich unter der Annahme, die gesamte Formel neh-
me den Wert f an, begonnen, die entsprechende Belegung der Variablen
zu finden. Nachdem man jedoch alle Wahrheitswerte, die sich direkt aus
der Annahme ergeben, unter die Operatoren und Variablen geschrie-
ben hat (Zeile 1.), bleiben fiir die Belegung der Variablen p und ¢ drei
Mobglichkeiten offen. Mindestens eine der beiden mufl den Wert w ha-
ben, weil p V ¢ den Wert w hat. Alle drei Fille miissen voraussichtlich
getestet werden.
Der erste Fall, beide haben den Wert w, fiihrt zum Widerspruch. Das
heifit aber nicht, dafl die Formel eine Tautologie ist, denn fiir die Wi-
derlegung dieser Vermutung geniigt es ja, nur einen einzige Belegung
zu finden, bei der die Formel den Wert £ annimmt. Das kénnte bei den
verbleibenden zwei Belegungen der Fall sein.
Der zweite Fall, nur p hat den Wert v, fiihrt nicht zum Widerspruch.
Eine Belegung ist also gefunden, bei der die gesamte Formel den Wert
f annimmt. Sie ist folglich keine Tautologie. Der dritte Fall mufl daher
doch nicht mehr untersucht werden.

(pVq)=~(~pA~q)
1. f
2. fwf f wfwwf erster Fall, Widerspruch.
3. fff w wffwf zweiter Fall, Widerspruch.
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Die Formel ist eine Tautologie

Kommentar:

Hier gibt es zwei Fille zu untersuchen, da die Bisubjunktion (der Haupt-
operator) den Wert £ annimmt, wenn das Vorderglied wahr und das
Hinterglied falsch ist oder umgekehrt. Der erste Fall fiihrt zum Wider-
spruch. Weil jedoch der zweite Fall méglicherweise eine Belegung ist, bei
der die Formel den Wert f annimmt, muf} er auch untersucht werden.
Er fiihrt ebenfalls zum Widerspruch. Folglich gibt es keine Belegung,
bei der die Formel den Wert £ annimmt, sie ist eine Tautologie.

Keine Tautologie

Tautologie

Tautologie

Keine Tautologie

Tautologie

Lo6ésung 2.1.5:

a)

b)

pD¢2(qCp)

wwff ffw

Widerspruch — die Formel ist eine Tautologie.

Kommentar:

Eine Formel mit dem Operator C wird nur falsch, wenn das Hinterglied
wahr und das Vorderglied falsch wird. Beriicksichtigt man dies, erhilt
man nach gewohnter Anwendung des Verfahrens den Widerspruch.
pOgD(~pC ~q)

wwff fwfwf

Widerspruch — die Formel ist eine Tautologie.

Losung 2.1.6:

a)

A (DAgA ~)V(~pA ~qgAT)

B: ~(pA~gA~r)AN ~(~p A ~g A ~r)oder (gVr)V(pA ~p)

C: (pA~g A ~r)V(~pAGAT)V (~pA ~qg A\ ~r)

Kommentar:

Es gibt weitere richtige Losungen. Allerdings reicht die fiir B nahelie-
gende Losung ¢ V r nicht aus, denn es sollen alle Aussagenvariablen
vorkommen.

Es gibt zwei Strategien, systematisch vorzugehen: Bei der ersten schaut
man, unter welchen Bedingungen die gesuchte Formel, den Wert w an-
nehmen soll. Bei Formel A aus der vorigen Aufgabe sind dies zwei Fille.
So soll z.B. A wahr werden, wenn p und ¢ wahr, r jedoch falsch ist. Die
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Formel (p A g A ~r) ist genau dann wahr. Ebenso ist (~p A ~q A1)
genau dann wahr, wenn r wahr, p und ¢ jedoch falsch sind. Wenn man
nun diese beiden Formeln mit oder verkniipft, wird die erhaltene Formel
genau in den beiden geforderten Fillen wahr, in den iibrigen falsch.
Bei der zweiten Strategie schaut man, unter welchen Bedingungen die
Formel den Wert £ annehmen soll. Fiir die Formel B ist dies der bessere
Weg, weil statt sechs nur zwei Fille untersucht werden miissen. So ist
offenbar die Formel ~(p A ~g A ~r) genau dann falsch, wenn p wahr, ¢
und r aber falsch sind. Auflerdem ist ~(~pA ~gA ~r) nur dann falsch,
wenn alle drei Variablen falsch sind. Beide Formeln mit und verkniipft
geben die gesuchte Formel B, weil die Konjunktion falsch wird, sobald
eines ihrer Glieder falsch ist.

Lésung 2.1.7:

Mit Hilfe des in der vorigen Aufgabe vorgestellten systematischen Verfahrens
erhilt man folgende Losungen (es gibt auch weitere):

(PAGA ~)V (DA ~gAT)V (PAGA ~7)

~PAgAT)

(PAGA ~)V(PA ~gAT)V (PAGA ~T)V (PAGAT)
Kommentar:

Eine elegante Losung ist auch (p Aq) V (gATr)V (pAT).

~(~p A g A )

(PN ~g N ~T)V (~p A ~g ATV (~pAGA ~T)V (~pA ~g A ~T)
Kommentar:

Analog zu Aufgabe c) 148t sich folgendende Losung finden:

(~p A~V (~g A ~r)V (~pA ~1)

L6sung 2.1.8:

Eine mogliche Losung ist folgende Menge: {p, ¢, ~(p A q)}.
L6sung 2.1.9:

a)

p — ,Ich gehe ins Theater”, ¢ — ,,Ich gehe ins Kino*

Urspriingliche Aussage: pV ¢

Verneinte Aussage: ~(pV¢q) = ~pA ~q

Ich gehe nicht ins Theater und nicht ins Kino.

p — ,Ich kam“, ¢ — ,,Ich sah“, r — ,Ich siegte“

Urspriingliche Aussage: pAgAr

Verneinte Aussage: ~(pAgAT) = ~pV ~qV ~r

Ich bin nicht gekommen, (oder) habe es nicht gesehen oder habe nicht
gesiegt.

2.1.7

2.1.8

2.1.9
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p — ,Es regnet“, ¢ — ,Die Strafle wird naf}“

Urspriingliche Aussage: p D ¢

Verneinte Aussage: ~(p Dq) = pA~q

Es regnet und die Strafle wird nicht nafs.

p — ,Der Gértner war der Morder®, ¢ — ,,Der Butler war der Mérder*
Urspriingliche Aussage: ~(p = q)

Verneinte Aussage: p = q

Der Gdrtner war der Morder genau dann, wenn es auch der Butler war.
Kommentar:

Der verneinte Satz schlief3t nicht aus, daf keiner von beiden der Morder
war.

p — ,,Ich bestehe die Logik-Klausur®, ¢ — ,,Ich mache meine Zwischen-
priifung“, » — , Ich gehe fiir ein Jahr nach Frankreich“

Urspriingliche Aussage: p D qVr

Verneinte Aussage: ~(p D qVr)=pA ~(gVr)=pA ~qgA ~r

Ich mache nicht meine Zwischenprifung und gehe nicht fir ein Jahr
nach Frankreich und ich bestehe meine Logik-Klausur.

L6ésung 2.1.10:

a)

Die Frau ist Schurkin und der Mann ein Ritter.

A = ~q N ~q2 (,Ich bin kein Ritter und mein Mann auch nicht.*)

q1 = ~q1 N\ ~qs ist genau dann wahr, wenn ¢; falsch und ¢ wahr ist.

(L&Bt sich leicht mit einer Wahrheitstabelle priifen.)

Wer die Antwort gab ist ein Ritter und dessen Ehepartner ein Schurke.
= ~q1 V ~q2 (,,Ich bin Schurke oder mein Ehepartner oder wir bei-

de.“)

q1 = ~q1 V ~q2 ist wahr genau dann, wenn ¢; wahr und ¢ falsch ist

Beide sind Ritter. (A =q1 D ¢2)

Es gibt zwei Moglichkeiten:

1. Beide sind Ritter.

2. Die Frau ist Schurkin und der Mann Ritter.

Das heifit, dafl der Mann ein Ritter ist und iiber die Frau logisch nichts

folgt. (A =q1 = ¢2)
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2.2 Quasisyntaktische Definitionen, Funktionale

Vollstindigkeit und Unabhingigkeit

(Lésungen ab Seite 28)

Aufgabe 2.2.1:
Definieren Sie ...

2)

...im System NS (bestehend aus Negation und Subjunktion) die
Adjunktion, die Konjunktion, die Negatadjunktion und die Bisubjunk-
tion!

...in einem System mit den Grundoperatoren Negatadjunktion, Ne-
gation die Konjunktion!

...in einer Aussagenalgebra mit den Operatoren Negation und Kon-
Junktion folgende Operatoren: V, D, =, !

...in einem System von Grundoperatoren Negatkonjunktion, Nega-
tion die Subjunktion!

... folgende zweistellige Funktionen im System mit den Operatoren Ne-
gation, Adjunktion und Subjunktion!

A|B| F(A,B) F’(A,B) F”(A, B) F"’(A,B)
W W W W T f
w | f W W f W
f|w W f W W
f|f W W f f

Aufgabe 2.2.2:
Wir definieren die Operatoren Replikation (C), Disjunktion (<) und Scharf
(1) wie folgt:

A|B||AcB|AxB]| AtB
W W W f W
w | f W W W
flw T W f
f | £ W f f

Definieren Sie im System aus Negation und Replikation die Subjunkti-
on!

Definieren Sie im System aus Negation und Disjunktion die Bisubjunk-
tion!

Definieren Sie Scharf quasisyntaktisch im System aus Negation, Ad-
junktion und Konjunktion unter Verwendung von mindestens zwei ver-
schiedenen Metavariablen!

444

1<
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Aufgabe 2.2.3:

Es gelten folgende quasisyntaktische Definitionen:

(A®@B) =ps (BD(BAA))

(AR B) =po (~BV(BAA))

a) Geben Sie die Wertetabelle fiir die Operatoren & und ® an!

b) Uberpriifen Sie, ob die folgende Formel eine Tautologie ist: (p® (pAq))

Aufgabe 2.2.4:

Gegeben ist ein System mit den aussagenlogischen Operatoren Negation

(~), Konjunktion (A) und Adjunktion (V).

a) Welche Operatoren sind abhiingig und welche unabhingig in diesem
System?

b) Welche zwei der Grundoperatoren bilden ein funktional vollstindiges
System?

Aufgabe 2.2.5:

Gegeben ist ist die funktional vollstdndige und funktional unabhéngige Aus-
sagenalgebra mit den Grundoperatoren ~,V. Definieren Sie in diesem Sy-
stem von Grundoperatoren die Negatadjunktion und nennen Sie eine Teil-
menge von Operatoren des neuen Systems fiir die gilt: sie bildet ein funk-
tional unvollsténdiges und funktional unabhingiges System von Grundope-
ratoren.

Aufgabe 2.2.6:
Beweisen Sie, daf§ das System von Grundoperatoren (~,A) funktional voll-
stdndig ist und benutzen Sie dazu die funktionale Vollsténdigkeit von ( ~, V)!

Aufgabe 2.2.7:
Zeigen Sie, dafl das System NS (mit den Grundoperatoren Negation und
Subjunktion) funktional unabhingig ist!

Loésungen
Losung 2.2.1:
a;) A V B EDef. NA D B
A /\ B =Def. N(A D NB)
A|B = AD ~B
A=B =pet. ~((ADB)D> ~(BD>A))
Kommentar:

Die Adjunktion wird nur dann falsch, wenn beide Adjunktionsglieder



2.2, VOLLSTANDIGKEIT UND UNABHANGIGKEIT 29

falsch sind. Die Subjunktion wird nur dann falsch, wenn das Antezedens
wahr und das Konsequens falsch ist. Wenn miissen nun eine Subjunkti-
on bekommen, die genau dann falsch wird, wenn A und B falsch sind.
Diese Subjunktion ist offenbar ~A D B, weil dann ihr Antezedens wahr
und ihr Konsequens falsch ist.

Die Konjunktion wird nur wahr, wenn sowohl A als auch B wahr sind.
WEeil die Subjunktion nur bei einer Belegung falsch wird und sonst wahr
ist, konstruieren wir also zunéchst eine Subjunktion, die nur dann falsch
wird, wenn A und B wahr sind — das ist (4 D ~B) — und negieren die-
se dann. Die Formel ~(A D ~B) wird also auch nur dann wahr, wenn
sowohl A als auch B wahr sind. Sie ist dquivalent zu A A B und dient
daher als quasisyntaktische Definition der Konjunktion.

Die Negatadjunktion ist bekanntlich die Negation der Konjunktion (al-
so A|B = ~(AAB)). Die bereits gefundene quasisyntaktische Definition
der Konjunktion in NS muf} also nur noch negiert werden, um die der
Negatadjunktion zu erhalten.

Fiir die Bisubjunktion wissen wir, dafl die folgende Aquivalenz gilt:
A=B=(ADB)A(B D A). In der zweiten Formel miissen wir nur
noch die Konjunktion beseitigen, indem wir die bereits gefundene De-
finition anwenden. Fiir das A in ~(A4 D ~B) setzen wir also (A D B)
ein und fiir das B wird (B D A) eingesetzt.

AANB =p. ~(A|B)

AVB =p; ~(~ANA ~B)

ADB =ps ~(AN~B)

A=B =ps ~(AAN~B)A ~BA ~A)

AtB =pg ~AA~B

ADB =p. ~(~AtB)

F(A,B) =ps AV ~AVB

F'(A,B) =ps ~AD ~B

F'"(A,B) =ps ~(~AD ~B)

F"(A,B) =ps ~(~AD ~B)V ~(A D B)

Kommentar:

Bei der Definition von F(A, B) hitte natiirlich AV ~A oder auch BV ~B
geniigt. Da es sich bei F' aber um eine Funktion mit zwei Argumenten
handelt, ist es schoner, wenn beide Argumente auch in der Definition
vorkommen.

Zu erwihnen ist noch, dal ~A O ~B #quivalent zu B D A ist, so dafl
z.B. F'(A, B) auch durch B D A definiert werden kann.
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Lo6sung 2.2.2:

a) ADB =p. BCA

b) A=B =p. ~(AxDB)

¢) AfB =p. AA(BV ~B)
Kommentar:
Wihrend die Definitionen von Subjunktion und Bisubjunktion oben
,naheliegend“ und ,intuitiv® sind, gibt es hier mehrere auch intuitiv
gleich gute Lésungen.

Lo6sung 2.2.3:

a) A|B| A®B [~B>(BAA)
W | W W
w | f W
f | w T
f|f W

Die Wertetabelle fiir (A ® B) ist mit der von (A & B) identisch.
b) Die Formel ist eine Tautologie.

Losung 2.2.4:

a) Abhéngig: V, A
Unabhingig: ~
Kommentar:
Die Adjunktion ist abhéngig, weil man sie durch Negation und Konjunk-
tion definieren kann. Ebenso kann man die Konjunktion durch Negation
und Adjunktion definieren, sie ist also auch abhingig.

b) Jeweils { ~, A) und (~, V) bilden ein funktional vollstindiges System.
Kommentar:
Durch ~ und A kann man jeden beliebigen Operator definieren. Deswe-
gen ist das System aus diesen beiden Operatoren funktional vollstindig.
Das gleiche gilt fiir (~, V).

Loésung 2.2.5:

A|B =pg ~AV ~B;

(~) und auch (V) sind funktional unvollstindig und (trivialerweise) un-
abhingig.

Kommentar:

Die Negatadjunktion allein bildet ein vollstdndiges System, ist aber (trivia-
lerweise) unabhiingig; jedes System mit mehr als einem der drei Operatoren
ist funktional vollstindig, darunter sind drei funktional abhéngige Systeme.



2.2, VOLLSTANDIGKEIT UND UNABHANGIGKEIT 31

Losung 2.2.6:

Wir miissen lediglich die Adjunktion im System (~, A} definieren:

AVB =ps ~(~AA ~B)

Aufgrund der Vollstindigkeit von ( ~, V) kénnen wir jeden Operator durch
Negation und Adjunktion definieren. Jede solche Definition 148t sich je-
doch nun auf die Operatoren Negation und Konjunktion zuriickfithren (in-
dem man obige Definition benutzt), und damit ist auch (~, A) funktional
vollsténdig.

Losung 2.2.7:

Zu zeigen ist, dafl die Subjunktion nicht durch die Negation (a) und die
Negation nicht durch die Subjunktion (b) zu definieren ist.

a) Aus Variablen und der Negation lassen sich nur Formel der Form A,
~A, ~~A L ~. .. ~A aufbauen. Diejenigen mit einer geraden An-
zahl von ~ sind zu A &quivalent, wihrend die mit einer ungeraden
Anzahl von ~ zu ~A dquivalent sind. Es lassen sich also mit Hilfe der
Negation nur solche zweistelligen Funktionen F(A, B) definieren die
mit A, ~A, B oder ~B #dquivalent sind. Keine von diesen ist jedoch
die Subjunktion.

b) Daf sich die Negation nicht mit Hilfe der Subjunktion definieren 14f}t,
zeigen wir durch Induktion iiber die Anzahl der Vorkommen von D
in der Definition. Eine quasisyntaktische Definition der Negation hétte
nidmlich die Form ~A =p.; B, wobei B eine Fomel wire, die nur Sub-
junktionen und Aussagenvariablen enthélt. Der folgende Induktionsbe-
weis zeigt nun, daf} fiir jedes B der beschriebenen Art B % ~A gilt,
also dafl durch keines der mdglichen B die Negation definiert werden
kann. Es sei S(X) die Anzahl der Subjunktionen in der Formel X.
Induktionsanfang: S(B) = 0. Dann ist B eine Aussagenvariable und
es gibt zwei Moglichkeiten: B ist gleich A oder nicht. In beiden Féllen
jedoch gilt B £ ~A.

Induktionsannahme: Sei n > 1, dann gilt fiir jede Fomel X mit S(X) <
n: X £ ~A.

Induktionsschritt: Es sei S(B) = n. Dann gibt es Formeln C und D, so
daB B =C D D und S(C) < n und S(D) < n. Angenommen es gelte
~A = (' D D, dann ist gem&fl der Wahrheitswerttabelle der Subjunk-
tion C' eine Tautologie und D = ~A. Letzteres widerspricht jedoch der
Induktionsannahme. Also gilt A % C D D und damit auch ~A % B,
was zu zeigen war.

2.2.6

2.2.7
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2.3 Ersetzung und Einsetzung

(Lésungen ab Seite 33)

Die Formel A’ ist das Resultat einer

Ersetzung der Teilformel B in A durch C
wenn sie durch Substitution von 0 oder mehr Vorkommen von
B durch C' aus der Formel A erhalten wurde; und einer

Einsetzung von C fiir die Aussagenvariable a in A
wenn sie durch Substitution aller Vorkommen von a durch C
aus der Formel A erhalten wurde.

Aufgabe 2.3.1:

Gegeben ist folgende Formel: ~p D (p D p).

a) Nennen Sie alle Teilformeln dieser Formel!

b) Nennen Sie alle Resultate folgender Einsetzung:

~p D (POp)ip /9= ~q}
¢) Nennen Sie alle Resultate folgender Ersetzung:

~pD(pDp)lp/a= ~q]

Aufgabe 2.3.2:

Geben Sie alle Formeln an, die mit folgenden Symbolen (mit eckigen Klam-
mern fiir die Ersetzung und geschweiften Klammern fiir die Einsetzung)
bezeichnet werden:

a) ((prVp2) =(~p2V ~p1))lp1 / p=1p]

b)  ((prVp2)=(~p2V ~p1)){p1 / p=p}

c) ((p1Vp2)=(~p2V ~p1){p1,p2 / P=p,p=p}

Aufgabe 2.3.3:

Betrachten Sie die Formel (p D r) A (¢ D7) D (pV ¢ D r). Formulieren Sie
eine Einsetzung fiir p und eine Ersetzung von p in der Formel so, daf} diese
beiden nicht untereinander dquivalent sind, und nennen Sie diejenige Threr
Formeln, die zu der Ausgangsformel dquivalent ist!

Aufgabe 2.3.4:

Angenommen, das Resultat einer Ersetzung C[A / B] sei die aussagenlogi-
sche Formel ¢ D ((pAq) D (pAq)), A sei die Formel p und B sei die Formel
p A q. Welche Formel ist dann C'?7
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Loésungen

Losung 2.3.1:

a) p, ~p,pOp, ~pD(pPDp)
Kommentar:
Anstelle der dritten Formel hitte man auch (p D p) schreiben koénnen,
doch werden hier und im Folgenden Klammern in der Regel konsequent
eingespart, wo es der Ubersichtlichkeit nicht abtraglich ist. Um zwei
verschiedene Teilformeln handelt es sich dabei nicht, denn p O p ist
nach Klammerkonvention eine Abkiirzung fiir (p D p).

b) ~(¢g=~q)D((¢= ~q) D (¢= ~q))

c) ~pD(pDp)
~(¢= ~q) D (pDp)
~p D ((g = ~q) D p)
~p D (pD (4= ~q))
~g=~q)D(pD(g=

~q))

~(¢= ~q) D ((g= ~q) D p)

~pD ((¢= ~q) D (1= ~q))

~(g= ~q) D ((¢= ~q) D (¢ = ~q))
Losung 2.3.2:
a) ((p1Vp2) =(~p2V ~p1))

((p1Vp2) =(~p2V ~(p=p)))

((p=p)Vp2) =(~p2V ~p1)

((p=p)Vp2) =(~p2V ~(p=p)))
b) ((p=p)Vp2)=(~p2V ~(p=p)))
o) ((p=p)v=p)=(~p=p)V ~p=p)))
Losung 2.3.3:

C bezeichne die Ausgangsformel (p Dr)A(¢Dr) D (pVgDr),

a bezeichne p,

B bezeichne ~q.

Einsetzung C{a / B}: (~¢ D r)A (¢ D7) D(~qVgDr)

Ersetzung Cla / Bl: (p Dr)A(gDr) D (~qVgDr)

Die Einsetzung ist der Ausgangsformel dquivalent.

Kommentar:

Es gibt natiirlich weitere Losungen. Die Einsetzung in die Ausgangsformel

Losung

2.3.1

2.3.2

2.3.3
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ist zu der Ausgangsformel dquivalent, weil diese eine Tautologie ist und eine
Einsetzung in eine Tautologie immer eine Tautologie ergibt.

Loésung 2.3.4:

Es gibt drei Moglichkeiten:
g D (p D p) oder

gD ((pAg) Dp) oder

gD (pD(pAg)) oder

g2 ((pAa) D (pAa))-

2.4 Normalformtheorie

(Lésungen ab Seite 36)
Die Normalformtheorie bietet ein weiteres Entscheidungsverfahren. Wegen
des Umfangs der Aufgaben halten wir es fiir gerechtfertigt, einen eigenen
Abschnitt dafiir zu reservieren.

Aufgabe 2.4.1:
Welche der folgenden Formeln befindet sich in der konjunktiven oder ad-
junktiven Normalform?

a) qV(pAr)
b) pA~pVyg
c) ~~r

d) ~qV ~p

e) pDdqVr

f) ~q

g) pV ~pAqV(rAp)
h) (V@O A(~gVaqV ~p)A ~p

Aufgabe 2.4.2:
Uberfiihren Sie folgende Formeln in eine dquivalente adjunktive Normalform!
Welche der Formeln ist eine Kontradiktion?

a) ~(pD ~p)

) PV ~p) D (A ~q)
) VoA ~(~pDq)
) pla=pAg

) PDgDpDp

o oo o
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Aufgabe 2.4.3:

Uberfiihren Sie folgende Formeln in eine dquivalente konjunktive Normal-
form! Welche der Formeln ist eine Tautologie?

a) p=p

b) ~(rA ~r)

c) ~pVgD ~(pA ~q)

d) (~¢D>~p)D((>D(A9)

e) pl(plp)

Aufgabe 2.4.4:
Uberpriifen sie mit Hilfe der Theorie der Normalformen, ob die folgenden
Formeln Tautologien, Kontradiktionen oder logisch indeterminiert sind:

pD (¢ Dp)

~pD(pDp)

pV ~¢D ~(~pAq)
(pAg)A(pD ~q)
~(q = ~q)

~pD ~(pDqgDp)

PO ~DpDp
(PD>q)V(rd>q)D(rDp)
PD>g)A(rD>g)D(pDr)
pD(gAT)D(pDYq)

a
b

-
= =—EZrZ2alZs

—i

Aufgabe 2.4.5:
Zeigen Sie mit Hilfe von Normalformen, daf folgende Formeln Tautologien
sind:

a) (pAq)D(qgAp)

b) ((pAp1) Ap2) D (pA(p1 Ap2))
c) ~(pAq)=~pV ~q

d) pDgD(pVroqgVvr)

Aufgabe 2.4.6:

a) Gegeben ist eine Formel, deren konjunktive und adjunktive Normalfor-
men keine Negation enthalten. Ist diese Formel eine Tautologie, eine
Kontradiktion oder logisch indeterminiert?

b) Gegeben ist eine Formel, in deren konjunktiven und adjunktiven Nor-
malformen keine Aussagenvariablen ohne unmittelbar vorausgehende
Negation vorkommen. Ist diese Formel eine Tautologie, eine Kontradik-
tion oder logisch indeterminiert?

1<
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144«
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Aufgabe 2.4.7:

Fiir jede aussagenlogische Formel 148t sich eine ihr dquivalente konjunktive
bzw. adjunktive Normalform finden. So etwas wie eine dquivalente ,bisub-
junktive Normalform“, in der nur Negationen und Bisubjunktionen vorkom-
men, gibt es nicht fiir jede Formel. Warum nicht?

Aufgabe 2.4.8:

Erldutern Sie, warum Sie aufgrund einer Eigenschaft der Normalformen einer
Formel iiber die Formel selbst aussagen konnen, ob sie eine Tautologie, eine
Kontradiktion oder logisch indeterminiert ist!

Losungen

Lésung 2.4.1:

a) Diese Formel ist eine Adjunktion der beiden elementaren Konjunktio-
nen ¢ und (p A r) und befindet sich damit in der adjunktiven Normal-
form.

Kommentar:

q ist eine elementare Formel (das heifit: eine alleinstehende Aussagen-
variable oder eine Negation einer Aussagenvariablen) und deshalb eine
elementare Konjunktion (das heifit: eine elementare Formel oder eine
links geklammerte Konjunktion elementarer Formeln). (p A r) ist ei-
ne links geklammerte Konjunktion der elementaren Formeln p und r
und daher eine elementare Konjunktion. Die angegebene Adjunktion
der beiden Formeln ist unter Beriicksichtigung der Konvention {iber die
Einsparung von Auflenklammern in adjunktiver Normalform.

b) Diese Formel ist eine Adjunktion der beiden elementaren Konjunktio-
nen p A ~p und ¢ und befindet sich damit in der adjunktiven Normal-
form.

Kommentar:

Um p A ~p hat man Klammern nach der Klammernkonvention ein-
zufiigen, denn die Konjunktion bindet laut dieser Vereinbarung stérker
als die Adjunktion. Man sieht dann leicht, dafl die Formel eine (links
geklammerte) Adjunktion elementarer Konjunktionen ist und sich also
in der adjunktiven Normalform befindet.

c) Diese Formel befindet sich nicht in einer Normalform, denn in einer
Normalform darf keine doppelte Negation vorkommen.
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Diese Formel befindet sich sowohl in der adjunktiven als auch in der
konjunktiven Normalform. Im ersten Fall interpretiert man die Formel
als eine Adjunktion der beiden elementaren Konjunktionen ~q und ~p,
wihrend man im zweiten Fall die gesamte Formel als elementare Ad-
junktion der elementaren Formeln ~q und ~p auffafit. Nach Definition
sind elementare Adjunktionen in konjunktiver Normalform.

Wegen des Vorkommens der Subjunktion befindet sich die Formel in
keiner Normalform.

Diese (elementare) Formel befindet sich in der adjunktiven und in der
konjunktiven Normalform.

Kommentar:

Sie ist als elementare Formel eine elementare Adjunktion und eine ele-
mentare Konjunktion; als einziges Glied einer (entarteten) Konjunktion
bzw. Adjunktion aufgefafit befindet sie sich in der entsprechenden Nor-
malform.

Die Formel befindet sich in der adjunktiven Normalform.

Die Formel befindet sich in der konjunktiven Normalform.

Losung 2.4.2:

Wir verwenden in dieser und in den folgenden Aufgaben folgende Abkiirzun-

zur Kommentierung der Ubefiihrungsschritte (rechts neben den For-

gen
meln):
AF Ausgangsformel
S/A ADB ~ ~AVB
B/K A=B ~ (~AVB)A(AV ~B)
DM ~AANB) ~ ~AV~B
~(AV B) ~ ~AANA~B
Neg ~~A ~ A
Dstr (AVB)AC = CA(AVB) = (ANC)V(BAC)
(AAB)VC = CV(AAB) = (AvCO)A(BVO)
Ass Av(BvC) = (AvB)vC
AN(BAC) = (AAB)AC
Dopp ANA ~ A
AV A ~ A

2.4.2
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Aus ein und derselben Formel kann man unterschiedliche Normalformen die-
ser Formel erhalten. Das heifit, dafl die angegebene Lésung nicht die einzig
mogliche ist. Gleichwohl ist das Ergebnis der Uberpriifung, ob die Ausgangs-
formel eine Tautologie, eine Kontradiktion oder logisch indeterminiert ist,
trotz unterschiedlicher Normalformen eindeutig.

a) 1. ~(pD ~p) AF
2. ~(~pV ~p) S/A
3. pAp DM

Die letzte Formel befindet sich bereits in der adjunktiven Normalform.
Sie ist eine elementare Konjunktion und das einzige Glied einer (entar-
teten) Adjunktion elementarer Konjunktionen.

Weil sie nicht eine Aussagenvariable und ihr Negat enthélt, ist die For-
mel keine Kontradiktion und die Ausgangsformel damit auch nicht. (Das
bedeutet jedoch nicht, dass die Formel eine Tautologie sein muf}, sie
kénnte auch logisch indeterminiert sein.)

Kommentar:

In der Ausgangsformel wurde im ersten Schritt die Subjunktion &qui-
valent durch Negation und Adjunktion ersetzt. Im Ergebnis dieser Er-
setzung in Zeile 2 wurde nach einer der De Morganschen Regeln die
negierte Adjunktion durch die Konjunktion der Negate ersetzt. Je nach
Formulierung der Regeln wurden doppelte Negationen beseitigt.

Die Formel in Zeile 3 ist keine Kontradiktion. Die Formel in Zeile 1, die
Ausgangsformel, ist ihr dquivalent, weil gilt:

Satz 1

1. Wenn A= B, so C = C[A/B] (Ersetzbarkeitstheorem,).

2. Wenn A= B und B~ C, so A= C (Transitivitit).

3. Die genannten Ersetzungen sind dquivalente Ersetzungen, d.h., die
zu ersetzende Teilformel und die substituierte Formel sind dquiva-

lent.
Daher ist die Ausgangsformel ebenfalls keine Kontradiktion.
b) 1. (pV ~p)D(aA ~q) AF
2. ~(pV~p) V(A ~q) S/A
3. (~pA~~p)V(gN ~q) DM
4. (~pADP)V (A ~q) Neg
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Die letzte Formel befindet sich in der adjunktiven Normalform und jede
der elementaren Konjunktionen enthélt eine Aussagenvariable und ihr
Negat. Deshalb ist die Formel — und damit auch die Ausgangsformel —
eine Kontradiktion.

c) (PA~PA~Q)VI(gA ~pA ~q)
Die Formel ist eine Kontradiktion.

d) (pAan~p)V(PAGA ~q)
Die Formel ist eine Kontradiktion. Vgl. [5], S. 63, zweites Beispiel.

e) ~pA~pVgA~pVp
Die Formel ist keine Kontradiktion.

Losung 2.4.3:

P AF
~pVp)A(pV ~p) B/K

Die letzte Formel ist in der konjunktiven Normalform. Jede der elemen-
taren Adjunktionen enthélt eine Aussagenvariable und ihr Negat, daher
ist die Formel eine Tautologie, ebenso wie die Ausgangsformel.

b) 1. ~(r A ~r) AF
2. ~rVr DM

Die letzte Formel befindet sich bereits in der konjunktiven Normalform.
Sie ist eine Tautologie.

c) 1. ~pV gD ~(pA ~q) AF
2. ~(~pVg)V ~(pA ~q) S/A
3. (pA ~q)V ~pVq DM
4. (pV ~pVg)A(~qV ~pVq) Dstr

Die letzte Formel ist in der konjunktiven Normalform. Sie ist eine Tau-
tologie.

2.4.3
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1. (~D~p)D(D(pAg) AF
2. (~~qV ~p) D (~pV(PAQ)) 2x S/A
3.~V ~p)V(~V(pAQ) S/A; Neg
4. ~gApV(~pV(PAQ)) DM
5. ~gApV (~pVp)A(~pVq) Dstr
6.  (~qV(~pVp)A(~pVq)A

ApV (~pVp)A(~pVq)) Dstr
7. (~qV ~pVD)A(~qV ~pVpA

ANpV ~pVg)A(pV ~pVyq) Dstr
Die letzte Formel ist in der konjunktiven Normalform. Sie ist eine Tau-
tologie.
~pVp

Die Formel ist eine Tautologie.

Losung 2.4.4:

a)

1. p>D(gDp) AF
2. ~pV(gDp) S/A
3.  ~pV(~qVp) S/A
4, (~pV ~q)Vp Ass

Die letzte Formel der Aufzihlung ist eine elementare Adjunktion, da-
her in konjunktiver Normalform. Sie enthilt eine Aussagenvariable und
deren Negat (p und ~p) und ist deshalb eine Tautologie.
Kommentar:

Die Schritte 2 und 3 sind Anwendungen derselben Regel auf verschie-
dene Vorkommen der Subjunktion: Im Falle von 2 spielt die Teilformel
p die Rolle von A in S/A und (¢ D p) die von B, im Schritt 3 wird
g als A und das zweite Vorkommen von p in p D (¢ D p) als B inter-
pretiert. Die beiden Schritte hétten auch in umgekehrter Reihenfolge
erfolgen kénnen. Der letzte Schritt wird unter der oben eingefiihrten
Klammernkonvention (Linksklammerung bei ungeklammerten gleichen
Operatoren) iiblicherweise durch einfaches Weglassen der Klammern
gegangen. Sind in einer Formel in konjunktiver Normalform in jeder
elementaren Adjunktion (mindestens) eine Aussagenvariable gemein-
sam mit ihrem Negat enthalten, dann ist die Formel eine Tautologie.
SchlieBllich nimmt bei jeder Belegung der vorkommenden Aussagenva-
riablen entweder die fragliche Aussagenvariable oder deren Negation
den Wert w an und damit auch die elementare Adjunktion. Da die Kon-
junktion von Tautologien eine Tautologie ist, ist die Formel unter diesen
Bedingungen selbst eine Tautologie.
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b) ANF:
KNF:
¢) ANF:
KNF:
d) KNF:
ANEF:
e) ANF:
KNF:
f) ANF:
KNF:
g) ANF:
KNF:
h) ANF:
KNF:

pV ~p — keine Kontradiktion

pV ~p — Tautologie

~pAqV pV ~q — keine Kontradiktion
(~pVpV ~q)AN(qgVpV ~q) — Tautologie
pAgA (~pV ~q) — keine Tautologie

(pAgA ~p)V (pAgA ~q) — Kontradiktion

qV ~q — keine Kontradiktion

qV ~q — Tautologie

pV (~pA ~p)V (~pAq) — keine Kontradiktion
(pV ~pV ~p)A(pV ~pV q) — Tautologie

~p A ~pV ~pA ~qV p— keine Kontradiktion
(~pV ~qVp)A(~pVp)— Tautologie

pA ~qgANr A ~qV ~rVp-— keine Kontradiktion
(~rVpVDP)A(~qV ~rVp)A(rV ~rVp) - keine Tautologie

Die Formel ist also logisch indeterminiert.

i) ANF:
KNF:

pA ~qgVrA~qV ~pVr—keine Kontradiktion
(pVrV ~pVr)A( ~gVrV ~pVT)A(PV ~qV ~pVr)A( ~qV ~qV ~pV'T)

— keine Tautologie
Die Formel ist also logisch indeterminiert.

j) ANF: pA ~gVpA ~rV ~pV q — keine Kontradiktion

KNF: (pV ~pVq)A(~gVpV ~pVq) A(pV ~rV ~pV @) A(~qV ~rV ~pVq)

— Tautologie
Losung 2.4.5: 2.4.5
a) KNF: (~pV ~qVgq)A(pV ~pV ~q) — Tautologie

Kommentar: !

Es geniigt offenbar, die Formel in eine konjunktive Normalform zu
tiberfithren und festzustellen , dafl in jeder elementaren Adjunktion eine

Aussagenvariable und ihr Negat vorkommen.

b) KNF:
¢) KNF:
d) KNF:

(pV ~pV ~p1V ~p2)A(p1V ~pV ~p1V ~p2) A(p2V ~pV ~p1V ~p2)
(pV ~pV ~q)A(qV ~pV ~q) AN(~pV ~qVp)A(~pV ~qVq)
(~pVpVaVT)A(~rVpVaVr)A(~pV ~gVgVr)A\(~rV ~qgVqVr)

Loésung 2.4.6: 2.4.6

a) Die Formel ist logisch indeterminiert. Wenn n#mlich die Formel eine
Tautologie wire, dann miifite in ihrer KNF jede elementare Adjunktion
eine Aussagenvariable und ihr Negat enthalten. Das ist aber nicht der
Fall, weil die KNF keine Negationen enthilt. Ebenso enthélt die ANF
keine Negationen, was aber ganz analog der Fall sein miifite, falls die
Formel eine Kontradiktion wire.
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b) Auch diese Formel ist logisch indeterminiert, denn auch in diesem Fall
ist es nicht moglich, dafl in den Normalformen eine Aussagenvariable
und ihr Negat enthalten sind, weil keine unnegierten Variablen vorkom-
men.

Losung 2.4.7:

Da das System von Grundoperatoren (Negation, Bisubjunktion) nicht funk-
tional vollstidndig ist, kann man nicht jede Formel in eine dquivalente Formel
mit nur diesen beiden Operatoren umformen.

Lo6sung 2.4.8:

Weil nach dem Ersetzbarkeitstheorem dquivalente Ersetzungen von Teilfor-
meln zu dquivalenten Ersetzungsergebnissen fiihren und im Verfahren zur
Herbeifiihrung der konjunktiven und adjunktiven Normalformen Teilformeln
durch dquivalente Formeln ersetzt werden, ist auch die Formel in der Nor-
malform (wegen der Transitivitit der Aquivalenz) aquivalent zu der Aus-
gangsformel.

2.5 Richtig oder falsch?

(Lésungen ab Seite 168)

Aufgabe 2.5.1:

a) Jede aussagenlogische Formel hat einen Wahrheitswert.

b) Jede aussagenlogische Formel hat einen Werteverlauf.

c) Der Wahrheitswert einer Formel bei einer Belegung der vorkommen-
den Variablen hingt davon ab, was mit dem Hauptoperator der Formel
gemeint ist.

d) Der Wahrheitswert einer Formel bei einer Belegung der vorkommenden
Variablen hingt von der Belegung und den Wertetabellen der vorkom-
menden Operatoren ab.

e) Wenn eine Formel und die Belegung der vorkommenden Variablen mit
Wahrheitswerten gegeben sind, so kann der Wahrheitswert der Formel
bei dieser Belegung stets eindeutig berechnet werden.

f)  Wenn eine Formel und ein Wahrheitswert fiir diese Formel gegeben sind,
so kann die dazugehorige Belegung der in der Formel vorkommenden
Variablen stets eindeutig berechnet werden.
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Aufgabe 2.5.2:

Wir betrachten das System mit den Grundoperatoren Negation, Konjunk-

tion und Bisubjunktion. Das System ist ...

a) ...funktional abhingig, weil die Bisubjunktion durch Negation und
Konjunktion definiert werden kann.

b) ...funktional unabhingig, weil die Konjunktion nicht durch Negation
und Bisubjunktion definiert werden kann.

¢) ...funktional abhingig, weil die Konjunktion durch Negation und Bi-
subjunktion definiert werden kann.

d) ...funktional vollstindig, weil jede aussagenlogische Funktion durch
Negation und Konjunktion definiert werden kann.

e) ...funktional unvollstindig, weil nicht jede aussagenlogische Funktion
durch Negation und Bisubjunktion definiert werden kann.

f) ...funktional vollsténdig, weil die Bisubjunktion durch Negation und

Konjunktion definiert werden kann.

Aufgabe 2.5.3:

Richtig oder falsch? (Begriinden Sie Ihre Antwort!)

a) Wenn das Resultat einer Einsetzung eine Kontradiktion ist, dann ist
die Formel, in die eingesetzt wurde, stets eine Tautologie.

b) Wenn in einer Tautologie eine Aussagenvariable an allen Stellen ihres
Vorkommens durch eine beliebige Formel ersetzt wird, ist das Ergebnis
wieder eine Tautologie.

¢) Wenn A{a/B} eine Tautologie ist, so ist A eine Tautologie.

d) Wenn A{a/B} eine Tautologie ist, so ist A erfiillbar.

e) Wenn A eine logisch indeterminierte Formel ist, so ist auch A{a/B}
indeterminiert.

1<
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Kapitel 3

Deduktive aussagenlogische
Systeme

In diesem Kapitel geht es hauptsichlich um das Beweisen von Theoremen.
Egal in welchem System die Beweise gefiihrt werden — stets ist es erlaubt,
bereits bewiesene Theoreme als Zeilen zu den Beweisen hinzuzufiigen. Dabei
mufl man sich jedoch streng an die Reihenfolge halten und darauf achten, daf
man nicht erst ein Theorem mit Hilfe des anderen und danach dieses andere
mit Hilfe des ersten ,,beweist®. Fiir die Losungen der Aufgaben in diesem und
in spiteren Kapiteln darf also stets nur auf die Theoreme zuriickgegriffen
werden, die in diesem Buch bereits vor der jeweiligen Aufgabe bewiesen
wurden.

3.1 Ein axiomatischer Aufbau der Aussagenlogik

(Lésungen ab Seite 48)

Wir verwenden in diesem Abschnitt eine Axiomatik NS iiber einer
Sprache mit Negation und Subjunktion und mit den folgenden Axio-
men und Regeln:

45
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Al pD>(¢Dp)

A2 (pD>(g>D>r) D29 >D(>Or))
A3 (~pD ~q) D (¢Dp)

ER A (wobei a eine Aussagenvariable und B eine For-
A{a/B} mel ist)
ADB
AR A
B

Neben dem herkémmlichen Beweisbegriff verwenden wir den Begriff
der Ableitung einer Formel B aus den Formeln Aq,..., A,
(symbolisch: A1, ..., A, F B). Damit ist eine endliche Folge von For-
meln gemeint, deren letztes Glied die Formel B ist und von denen je-
de entweder eine der sogenannten Annahmeformeln Ay, ..., A, oder
eine Variante eines Axioms ist oder aus zwei vorhergehenden Glie-
dern der Folge mit Hilfe der Regel AR oder aus einem vorherge-
henden Glied mit Hilfe der Regel ER erhalten wurde, wobei bei der
Anwendung von ER nur fiir solche Variablen eingesetzt werden darf,
die nicht in den Annahmeformeln vorkommen.

Unter einer Variante eines Axioms verstehen wir eine Formel B,
die man aus einem der drei Axiome durch eine Einsetzung erhilt,
bei der fiir verschiedene Variablen wieder verschiedene Variablen
eingesetzt werden. Beispielsweise ist ¢ D (r D ¢) eine Variante von
Al, ¢ D (¢ D ¢q) jedoch nicht. Analog verwenden wir den Begriff
Variante eines Theorems.

>>>  Aufgabe 3.1.1:
(Fiir die Losung dieser Aufgabe muf} an einer Stelle auf das Theorem p D p
zuriickgegriffen werden, dessen Beweis sich z.B. in [5, S. 106] findet.)

Beweisen Sie folgende Ableitbarkeitsbezichungen im axiomatischen Kalkiil
NS:

&

pD>q qDr,p F 1
pD(g>Dr),pDdgp F r
pO>qgDOr,q +F r
qOr,pDq, (¢gDg)Dp F r
pD>qD(gDrDOp1),r,g F pi

o

)
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Aufgabe 3.1.2:

Betrachten Sie die Ableitungen aus Aufgabe 3.1.1 und formulieren Sie die
Theoreme, die Sie nach entsprechender Anwendung des Deduktionstheorems
als beweisbar erkennen!

Aufgabe 3.1.3:
Beweisen  Sie die folgenden Ableitbarkeitsbeziehungen! Benutzen Sie fiir
Ihre Beweise den Satz:

Satz 2 Wenn A', ..., A", ~BF C und A', ..., A*, ~B F ~C, so
Al ..., A"+ B.

b) p,~¢ F ~(pDg)
C) ~q D ~r,p1,p1 D ~q N(pl o T)
d) rD¢,p,p1 D~ F ~(~rD ~p1)

Aufgabe 3.1.4:

Beweisen Sie folgende Theoreme im Kalkiil NS, ohne das Deduktionstheorem
zu benutzen!

a) ¢2>(~>D~gD(¢Dr))

b) ~p>(p>Dq)

Aufgabe 3.1.5:

Beweisen Sie die folgenden Theoreme im Kalkiil NS, ggf. unter Verwendung
von bereits bewiesenen Theoremen!

a) pDgD(~gD ~p)

b) pO>(D>¢)D(Dq)

c) ~~pDp

Aufgabe 3.1.6:

Die folgende Aufgabe stammt aus [1]. Wir betrachten ein formales System
mit einem Alphabet, das aus den Buchstaben M, I und U besteht. Aus
diesen werden sogenannte Ketten gebildet. Es gelten dafiir folgende Axiome
und Schlufiregeln:

Einziges Axiom:

MI

Regel 1:
Wenn am Ende einer Kette I steht, so kann U angehéngt werden.

Regel 2:
Aus Mz kann man Mzz erhalten (z steht fiir eine beliebige Kette).

1<

14

144

14

14



> > D>

>D> D>

Losung

3.1.1

48 KAPITEL 3. BEWEISE

Regel 3:
Jedes Vorkommen von 1171 kann durch U ersetzt werden.

Regel 4:
Kommt in einer Kette UU vor, kann man es streichen.

Kann man folgende Ketten mit diesen Axiomen und Regeln erzeugen? Wenn
ja, wie? Wenn nein, warum nicht?

a) MIIIIU
b) MIIUIIU
¢) MUIIU
d) MUIIIU
e) MU

Aufgabe 3.1.7:

Gesetzt, jemand fiigt zu den Axiomen von NS die Formel p D ~r hinzu.
Aufgrund welcher Eigenschaft von NS kénnen Sie behaupten, dafl ¢ A ~¢q in
{NS + (p D ~r)} beweisbar ist?

Aufgabe 3.1.8:

Gegeben sind zwei axiomatische Systeme S; und Sy mit unterschiedlichen

Axiomen und Regeln.

a) Bekannt ist, dafl beide Systeme semantisch vollstindig sind. Gilt die
Vermutung ., Fiir jede Formel A gilt: s, A genau dann, wenn g, A“?7
Begriinden Sie ihre Antwort!

b) Bekannt ist, dal wenigstens eines der Theoreme von S; nicht Theorem
in Sy ist. Gilt der Satz ,,Das System Sg ist semantisch unvollstdndig“?
Begriinden Sie ihre Antwort!

Loésungen

L6ésung 3.1.1:

In den Lésungen werden folgende Abkiirzungen verwendet:

AF Annahmeformel
VA Variante eines Axioms
VT Variante eines Theorems
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a) 1. pDg AF
2. gor AF
3. P AF
4. q AR 3,1
5. r AR 4, 2
b) 1. pD(¢gDr) AF
2. pDygq AF
3. P AF
4. q AR 3,2
5. gqor AR 3,1
6. r AR 4,5
c) 1. pDgDr AF
2. q AF
3. ¢D(pDyq) VA
4. pDgq AR 2,3
5. 1 AR 4, 1
d) 1. gDr AF
2. pDq AF
3. (¢gD>q)Dp AF
4. (¢ Dyq) VT
5. p AR 3,4
6. q AR 5, 2
7. r AR 6,1
Kommentar:

Der Beweis ist nicht streng nach Definition gefiihrt: In der vierten Zeile
wird dem Beweis eine Variante des Theorems p D p hinzugefiigt, wobei
q fiir p eingesetzt wird. Das ist deswegen erlaubt, weil es ja bei einem
bewiesenen Theorem moglich wére, den gesamten Beweis an entspre-
chender Stelle einzufiigen. Damit wire die Formel streng nach Definition
abgeleitet worden.
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e) 1. p>Dg>D(gDrDp) AF
2. r AF
3. q AF
4. ¢D(pDg) VA
5. pDyq AR 3,4
6. qgOrDOpr AR 5,1
7. r>(@Dr) VA
8. qgor AR 2,7
9. m AR 8, 6

Loésung 3.1.2:

pP2¢D(@DrD(p>Dr))

pD>(@>r)D>(>¢D>(Dr))

pDgDrD(gDr)

¢qD>rD>(P>¢>((¢gdg)dDpDr))

e) pDgqD(@DrDOpi)D(rDd(gDp))

Kommentar:

Durch Vertauschung der Pramissen lassen sich jeweils weitere Theoreme ge-
winnen. Wenn man z.B. statt

p>q,¢qDr,p F r

die dquivalente Ableitung

go>r,p>q,p F r

betrachtet (es ist ja egal, in welcher Reihenfolge die Préamissen geschrieben
werden), erdlt man als Losung zu a) auch folgendes Theorem:
¢qD>rD(PDgD(pDr))

Durch weitere Vertauschungen lassen sich natiirlich weitere Theoreme ge-
winnen.

Loésung 3.1.3:

o &

e}
v\%\_/v\_/

a) 1. pDyg AF
2. ~( AF
3. P ~B
4. q AR 3,1
Kommentar:

Wir haben hier einen indirekten Beweis gefiihrt. Zu den Annahmefor-
meln wird in Zeile 3 die Negation der Formel, die man ableiten will,
hinzugefiigt. (Korrekterweise hiitte die Negation von ~p, also ~~p zur
Ableitung hinzugefiigt werden miissen. Da die Beseitigung der doppel-
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)

d)

ten Negation gilt, wird sie hier vorausgesetzt.) Dann versucht man,
einen Widerspruch zu konstruieren, also eine Formel C' und ihr Negat
abzuleiten. Diese Formel ist hier ¢. Weil auch ~q eine Zeile des Bewei-
ses ist, kann man das Metatheorem anwenden und erhilt die Giiltigkeit
der Ableitbarkeitsbeziehung:

Aus pDq,~q,p F ¢ (nach der Ableitung oben)
und p D¢, ~q,p F ~q (wegen AF A)
folgt pDg,~¢q F ~p.

1. P AF
2. ~q AF
3. pDgq ~B
4. q AR 1,3

Widerspruch zwischen Zeile 2 und 4.

1. ~q D ~r AF

2. P1 AF

3. p1 D ~q AF

4. pLOor ~B

5. ~q AR 2,3
6. r AR 2,4
7. ~T AR 1,5

Wdspr. 6, 7

1 rDgq AF

2 P1 AF

3 P1 D ~q AF

4. ~r D ~pp ~B

5. ~q AR 2,3
6 (~r D ~p1)D(p1DrT) VA3

7 pLOr AR 4,6
8 r AR 2,7
9 q AR 1,8

Wdspr. 5, 9



3.14

3.1.5

52 KAPITEL 3. BEWEISE

L6sung 3.1.4:
a) 1. pD(gDp) Al
2. ~pD ~qD(qgDp) A3
3. ~r D ~gD(gDr) ER 2
4. ~r D ~gD(gDr)D
D(@D(~D~gD(gDr))) ER 1
5. qD(~rD~gD(gDr)) AR 3,4

Kommentar:
Die Einsetzungen, die die Zeilen 3 und 4 ergeben, sind {p / r} und

{p/ ~r>~gD(gDr)}

b) 1. ~¢D~pD(pDyg) VA
2. ~¢D~pD(pDq)D
2. (~pD(~¢D>~p>D((®D9)) Al, ER
3. ~pD(~D~pD(pDq) AR 1,2
4. ~pD(~D ~pD(pDq)D
4. (~»2(~¢D>~p)D(~»D®>D9)) A2, ER
5  ~pD(~qD ~p)D(~pD(p>Dq) AR 3, 4
6. ~p D (~q D ~p) Al, ER
7. ~pD(Dyg AR5, 6
Kommentar:

Die Einsetzungen, die die Zeilen 2 und 4 liefern, sind
{e;p /] ~p, ~¢D ~pD(pDq)}und {p,q,7 / ~p, ~¢ D ~p,p D q}.

Lo6sung 3.1.5:

a) Der Beweis der Ableitbarkeitsbeziechung p D ¢, ~q F ~p findet sich in
den Losungen zu Aufgabe 3.1.3! Wenn man darauf das Deduktionstheo-
rem zweimal anwendet, erhilt man das zu beweisende Theorem.

b) Man beweise zunichst: p D (p D q),p+ ¢

1. pD>(pDyg) AF
2. p AF
3. pOq AR 2,1
4. q AR 2,3

Durch zweimalige Anwendung des Deduktionstheorems erhélt man das
Theorem.

c) Fiir den Beweis wird das Theorem ~~p D (~p D ~~~p) bendtigt, das
man durch Einsetzung in das bereits bewiesene Theorem ~p D (p D q)
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erhilt. Es geniigt nun, folgende Ableitbarkeitsbeziehung zu zeigen, auf
die man dann das Deduktionstheorem anwenden kann: ~~p F p.

1. ~ ~p AF
2. ~rp D (~p D ~~~p) Theorem
3. ~p D ~~A~p AR 1, 2
4. ~p D ~r~ep D (~ep Dp) VA
5. ~~pDp AR 3,4
6. p AR 1,5
Losung 3.1.6:
a) MIIIIU kann man wie folgt erzeugen:
1. MI Axiom
2. MII Regel 2
3. MIIIT Regel 2
4. MIIITU Regel 1

b) MIIUIIU kann man wie folgt erzeugen:

1. MI Axiom
2. MII Regel 2
3. MIIU Regel 1
4. MIIUIIU Regel 2

c¢) MUIIU kann man wie folgt erzeugen:

1. MI Axiom
2. MII Regel 2
3. MIITT Regel 2
4. MIIIIU Regel 1
5. MUIU Regel 3
6. MUIUUIU Regel 2
7. MUIIU Regel 4

d) MUIIIU kann man nicht erzeugen.
Dafiir geniigt es zu zeigen, dafl mit oben angegebenem Axiom und den
Regeln keine Kette erzeugt werden kann, in der die Anzahl der I ein
Vielfaches von 3 ist. Regel 1 und 4 lassen die Anzahl der I unveréndert.
Regel 3 beseitigt jeweils 3 I. Wenn die Anzahl der I nicht vorher schon
ein Vielfaches von 3 gewesen ist, dann auch nach Anwendung von Regel
3 nicht. Bleibt Regel 2 zu untersuchen: Sie verdoppelt die Anzahl der I.
Wenn die I-Anzahl vor ihrer Anwendung n war, dann ist sie danach 2n.

3.1.6
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Doch das ist nur dann ein Vielfaches von 3, wenn n ein Vielfaches von
3 ist (3 ist ja kein Teiler von 2). Auch mit Regel 2 148t sich die Anzahl
der I nicht auf ein Vielfaches von 3 bringen. Da wir mit der /-Anzahl
1 starten (Axiom: M), werden wir nie eine Kette erzeugen konnen, in
der die I-Anzahl ein Vielfaches von 3 ist.

MU kann man nicht erzeugen.

Fine Kette ohne I kann man nicht erzeugen, denn die I werden immer zu
dritt beseitigt (Regel 3). Die Anzahl der I kann aber nie ein Vielfaches
von 3 sein (siehe oben), also auch nicht Null.

Loésung 3.1.7:

Das System NS ist syntaktisch vollstéindig. Das Hinzufiigen einer Formel, die
kein Theorem ist, zu den Axiomen des Systems, macht dieses widerspriichlich
und daher jede Formel beweisbar.

L6ésung 3.1.8:

a)

Die Vermutung ist falsch. Weil beide Systeme semantisch vollstindig
sind, wissen wir, dafl in beiden Systemen alle Tautologien beweisbar
sind. Wenn in einem der Systeme mehr Formeln als die Tautologien
beweisbar wiren, dann wire das System zwar widerspriichlich. Das ist
aber nicht ausgeschlossen, so kann es also sein, dafl im einen System nur
die Tautologien, im anderen aber alle Formeln beweisbar sind. Der Satz
Gber die deduktive Aquivalenz gilt also nicht. Wenn beide Systeme wi-
derspruchsfrei wéren, wéren in beiden genau alle Tautologien beweisbar
— nicht mehr und nicht weniger. Unter dieser zusétzlichen Bedingung
wiirde der Satz gelten.

Der Satz gilt nicht. Wenn n&mlich S; ein widerspriichliches System
wire, in dem alle Formeln beweisbar sind, und Sy ein widerspruchs-
freies System, in dem nur alle Tautologien beweisbar sind, dann gébe
es viele Theoreme von Sq, die nicht Theoreme von Sg wiren. Dennoch
ware So semantisch vollstédndig.

Analog zur vorangehenden Aufgabe wire der Satz wahr, wenn man als
zusdtzliche Bedingung die Widerspruchsfreiheit beider Systeme hitte.
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3.2 Ein System des natiirlichen Schlief3ens
der klassischen Aussagenlogik

(Lésungen ab Seite 58)

In diesem Abschnitt wird ein System des Natiirlichen Schlieflens fiir
die Aussagenlogik mit folgenden Schlufiregeln vorausgesetzt:

ADB
A

e W

o W

ANB

> >

A

AV B

AV B
~A
B

AV B

Abtrennungsregel (AR)

Einfihrung der Konjunktion (EK)

Beseitigung der Konjunktion (BK)

FEinfihrung der Adjunktion (EA)

Beseitigung der Adjunktion (BA)

Einfiihrungs- und Beseitigungsregeln fiir andere Operatoren lassen
sich aufgrund der im Abschnitt zur funktionalen Vollsténdigkeit er-
worbenen Kenntnisse leicht formulieren (vgl. beispielsweise [5], S. 80

ff.).

Im hier verwendeten System gibt es direkte und indirekte Beweise.
Ein direkter Beweis einer Formel A1 D (42 D ... D (4, D B)...)
ist eine endliche Folge von Formeln, von denen jede entweder eine
der Annahmeformeln Aq, ..., A, oder bereits bewiesen oder aus vor-
hergehenden Zeilen nach den Schlufiregeln gewonnen worden ist und
die mit B endet.
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Ein indirekter Beweis einer Formel 4; D (42 D ... D (4, D
B)...) ist eine endliche Folge von Formeln, von denen jede entwe-
der eine der Annahmeformeln A4, ..., A,, ~B oder bereits bewiesen
oder aus vorhergehenden Zeilen nach den Schlufiregeln gewonnen
worden ist und in der eine Formel als Beweiszeile vorkommt, die die
Negation einer Formel in einer anderen Beweiszeile ist.

Zur Vereinfachung der Beweise werden im Folgenden drei zusétzliche
Regeln ohne weitere Begriindung verwendet. Intuitiv entsprechen sie
den allgemein bekannten Verfahren der hypothetischen Erdrterung,
dem indirekten Beweis und der Fallunterscheidung:

Regel 1
Wenn es aufgrund einer zusétzlichen Annahme A gelingt, zu
einer Beweiszeile B zu kommen, so darf A D B als Zeile zum
Beweis hinzugefiigt werden.

Regel 11
Wenn es aufgrund einer zusétzlichen Annahme A gelingt, zu
einander widersprechenden Beweiszeilen zu kommen, so darf
~A als Zeile zum Beweis hinzugefiigt werden.

Regel 111
Wenn eine Adjunktion Zeile des Beweises ist und es aufgrund
der zusitzlichen Annahmen jedes Adjunktionsgliedes gelingt,
zu einer Formel zu kommen, so darf diese Formel als Zeile zum
Beweis hinzugefiigt werden.

Auf diese Regeln wird mit RI-RIII Bezug genommen. Wann immer
eine zusatzliche Annahme gemacht wird, so werden sie und die Be-
weiszeilen, die man mit ihrer Hilfe erhilt, doppelt numeriert. Diese
Zeilen diirfen im weiteren Beweis nicht verwendet werden. Erst nach
Anwendung einer der Regeln RI-RIII wird zur einfachen Numerie-
rung zuriickgekehrt.

Die Annahmen des Beweises (im direkten und indirekten Beweis)
und die Annahme des indirekten Beweises werden jeweils mit
»A.d.B.“ und ,,A.d.i.B.*“ gekennzeichnet, die Verwendung von Theo-
remen (oder abgeleiteten Schluiregeln) im Beweis erhélt die Kenn-
zeichnung ,, Th*.
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Aufgabe 3.2.1:
Beweisen Sie folgende Theoreme im System des natiirlichen Schlieflens:

pOpVp

PD>a)AN(gDr)D(pDT)

pD>(g>Dr)D(AgDr)

~~pDp

pVgD(~qDp)

pDq¢D(~qD ~p)

~pA ~qD ~(pVQq)

(~pVr)A(gDr)A(pVq) DT

(PAgDT)A(PpDg)D(PDr)

PDGN~gD ~pVr

(P2Or)A(@Dr) D (~ D ~pA ~q)
~(pVq) D ~pA ~q

~(~pA ~q) DpVyq

~(~pVq) DpA ~q

(A ~p)Dyq

pPOgATD(PDOA(PDT)

(1D ANP2D1)A~(qVr)D ~(p1Vp2)

SIRRUNCICS

CECESZER DS
N—r

=

o
e N N N

o]

Aufgabe 3.2.2:
Formulieren Sie ein Theorem, welches die Giiltigkeit der folgenden abgelei-

teten Schlufiregel garantiert:
AV B

~B > A

Aufgabe 3.2.3:
Beweisen Sie die Giiltigkeit folgender abgeleiteter Schlufiregeln:

a) ADB
~B
~A
b) ADB
BO>C
~(AN ~C)
c) ADB
BO>C
ADC

1<

1<

444
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>>>  Aufgabe 3.2.4:
Formulieren Sie alle giiltigen abgeleiteten Schluflregeln, die sich aufgrund
folgender Theoreme gewinnen lassen:
a) pDgD(pVrDqVvr).
b) ~pVrD(¢gDrD(pVrDr))
) Dr)A(gDr)D(~rD ~pA ~q)

Losung L6sungen

3.2.1  Losung 3.2.1:

a) 1. p A.d.B.
2. pVp EA 1
b) 1. (D>gAN(gDr) A.d.B.
2. P A.d.B.
3. pDq BK 1
4. qor BK 1
5. q AR 3, 2
6. r AR 4,5
c) 1. pD(g>Dr) A.d.B.
2. pAq A.d.B.
3. p BK 2
4. q BK 2
5. gqor AR 1,3
6. r AR 5,4
d) 1. ~~p A.d.B.
~p A.d.i.B.
Widerspruch zwischen Zeile 1 und 2.
e) 1. pVg A.d.B.
2. ~(q A.d.B.
3. ~p A.di.B.
4. q BA 1,3

Widerspruch 2, 4
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Kommentar:

Die Regel BA erlaubt nur die Beseitigung der linken Seite der Adjunk-
tion. Mit Hilfe dieses Theorems 148t sich nun auch die rechte Seite einer
Adjunktion entsprechend beseitigen.

1. pDygq A.d.B.
2. ~(q A.d.B.
3. p A.d.i.B.
4. q AR 1,3

Widerspruch 2, 4

Kommentar:

Die Annahme des indirekten Beweises wurde hier auf verkiirzende Weise
getroffen. Korrekt hiitte die Zeile auf folgende Weise erschlossen werden
miissen:

3. ~ ~p A.d.i.B.
4. ~~pDDP Th.
5. P AR 3,4

Das Theorem, das in Zeile 4 dem Beweis hinzugefiigt wurde, ist in der
vorigen Aufgabe bewiesen worden. Offensichtliches Verwenden von er-
kennbaren, bereits bewiesenen Formeln kann in einem Schritt zusam-
mengefalt werden, so beispielsweise die Beseitigung von doppelten Ne-
gationen oder das Beseitigen von (mehreren) Konjunktionen. Das ist
durch die Grundregeln und die Definition eines Beweises im System des
Natiirlichen Schlieflens legitimiert.

Nicht allein dadurch legitimiert ist die Ersetzung von dquivalenten Teil-
formeln durch dquivalente. Betrachen wir folgende Formelfolge:

i. pV ~~q

J- pVg

Offenbar reicht es nicht aus, zwischen die Zeilen i und j eine Zeile mit
dem Theorem ~~q D ¢ einzufiigen, um dann (beispielsweise aufgrund
der Abtrennungsregel) einen formal korrekten Beweisabschnitt zu er-
halten. Um solche und &hnliche Schritte zu legitimieren, sind wesentlich
umfangreichere Argumentationen iiber das (zu beweisende) Ersetzbar-
keitstheorem fiir Bisubjunktionen nétig:

Satz 3

Wennt A= B, so-C =C[A/B].
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1. ~p A\ ~q A.d.B.
2. pVyq A.d.i.B.
3. ~p BK 1
4. ~q BK 1
5. q BA 2,3
Wdspr. 4, 5
1. ~pVr A.d.B.
2. gqDor A.d.B.
3. pVyq A.d.B.
4. ~r A.d.i.B.
5. ~p Th. 1,4
6. q BA 3,5
7. r AR 2,6
Wdspr. 4, 7
Kommentar:

Anstatt erst das gesamte Antezedens der Subjunktion als Annahmefor-
mel zu schreiben und dann die Konjunktionen zu beseitigen, wurden
hier gleich die einzelnen Konjunktionsglieder als Annahmen des Bewei-
ses verwendet.

Das Theorem zur Beseitigung der rechten Seite der Adjunktion, das in
Zeile 5 verwendet wird, wurde weiter oben bewiesen.

1. pAgDT A.d.B.
2. pDq A.d.B.
3. P A.d.B.
4. q AR 2, 3
d. pAq EK 3, 4
6. r AR 1,5
1. pDygq A.d.B.
2. ~q A.d.B.
3. ~p Th. 1, 2
4. ~pVr EA 3
Kommentar:

Das verwendete Theorem ist die in dieser Aufgabe weiter oben bereits
bewiesene Formel p D ¢ D (~q D ~p), die Abtrennungsregel wird zwei-
mal angewendet. Die diesem Theorem entsprechende hier anzuwenden-
de abgeleitete Schluflregel lautet:
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ADB
~B Diese Regel wird auch modus tollens genannt.
~A
1. pOr A.d.B.

2. gor A.d.B.
3. ~r A.d.B.
4. ~p Th. 1,3
d. ~q Th. 2, 3
6. ~p N\ ~q EK 4, 5

Kommentar:

Das verwendete Theorem ist dasselbe wie in der vorigen Teilaufgabe.
1. ~(pVq) A.d.B.
1.1. p z.A.

1.2. pVyq EA 1.1
2. ~p RIT1, 1.2
2.1. ¢ z.A.
2.2. pVgq EA 2.1
3. ~q RIT 1, 2.2
4. ~p N\ ~q EK 2,3
L. ~(~p A ~q) A.d.B.
2. ~(pVq) A.d.iB.
3. ~p A ~q Th. 2
Wdspr. 1, 3
Kommentar:

Das verwendete Theorem ist eine der DeMorganschen Regeln, es wurde
in der vorigen Teilaufgabe bewiesen.

1. ~(~pVq) A.d.B.

2. ~~p N\ ~q Th. 1

3. ~q BK 2

4. ~ ~p BK 2

5. P Th. 4

6. pA ~q EK 5, 3
Kommentar:

Das erste verwendete Theorem ist dasselbe wie in der vorigen Teilauf-
gabe, das zweite ist die ebenfalls bereits bewiesene Beseitigung der dop-
pelten Negation. Man beachte, dass in Zeile 2 nicht sofort die doppelte
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Negation beseitigt werden darf (vgl. Kommentar zu f).

1. P A.d.B.
2. ~p A.d.B.
3. ~q A.d.i.B.
Wdspr. 1, 2
Kommentar:

Die beiden Annahmen des Beweises enthalten bereits einen Wider-
spruch. Dennoch ist der Beweis an dieser Stelle noch nicht beendet,
da die Annahme des indirekten Beweises formuliert werden muf}, damit
ein indirekter Beweis iiberhaupt vorliegt (vorher ist die Formelfolge kei-
ner).

Mit Hilfe dieses Theorems kann man aus einem Widerspruch jede be-
liebige Formel beweisen.

1. pDOgAT A.d.B.
1.1. »p z.A.
1.2. gAr AR 1, 1.1
1.3. ¢ BK 1.2
14. r BK 1.2
2. pDyg RI11D>1.3
3. pOr RI1.1D14
4. (D>gA(pDr) EK 2, 3
1. p1DOgq A.d.B.
2. p2Dr A.d.B.
3. ~(gVr) A.d.B.
4. p1Vp2 A.d.i.B.
4.1. P1 z.A.
4.2. ¢ AR 4.1, 1
4.3. qVr EA 4.2
5.1. P2 z.A.
5.2. r AR 5.1, 2
53. qVr EA 5.2
6. qVvr RIII 4.3, 5.3
Wdspr. 6, 3
Kommentar:

Ausgangspunkt fiir die Anwendung von RIII ist die Adjunktion in
Zeile 4. Beide Adjunktionsglieder werden zusétzlich angenommen (4.1
und 5.1) und aus beiden zusétzlichen Annahmen erhélt man die Formel
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q V r, die dann dem Beweis als neue Zeile hinzugefiigt werden kann.

Losung 3.2.2:

(AV B) D (~B D A) ist das entsprechende Theoremschema, ein diesem
Schema entsprechendes Theorem ist (pV ¢q) D (~g D p).

Losung 3.2.3:

a)

1. ADB A.d.B.
2. ~B A.d.B.
3. A A.d.i.B.
4. B AR 1,3
Wdspr. 2, 4
Kommentar:

Bewiesen wurde hier das der abgeleitenden Regel entsprechende Theo-
remschema A D B D (~B D ~A). Einen Beweis eines entsprechenden
Theorems erhélt man durch eine Einsetzung von Aussagenvariablen in
die Metavariablen in jeder Zeile des Beweisschemas. Die Giiltigkeit der
Schluflregel ist sowohl mit dem Beweisschema als auch mit einem Be-
weis eines entsprechenden Theorems nachgewiesen. Der Beweis des ent-
sprechenden Theorems geniigt, weil aus ihm offensichtlich der Beweis
des Theoremschemas zu erhalten ist, indem man alle Aussagenvariablen
durch Metavariablen ersetzt.

b) 1. ADB A.d.B.
2. BDOC A.d.B.
3. AAN~C A.di.B.
4. A BK 3
5. B AR 1,4
6. C AR 2,5
7. ~C BK 3
Wdspr. 6, 7
c) Die Regel wurde aus A D B D (B D C D (A D C)) abgeleitet.
Beweis:
1. ADB A.d.B.
2. BDOC A.d.B.
3. A A.d.B.
4. B AR 1,3
5. C AR 2,4

3.2.2

3.2.3
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Lo6sung 3.2.4:

a) ADB ADB
AvCo>BvVvVC AvC
BvC
b) ~AVC ~AvVC ~AVC
(BODCD>(AVCDC(O)) B>C B>C
AvCDOC AvC
C
c) (ADC)AN(BDCO) (ADC)AN(BDCO)
~C D ~AN ~B ~C

~AN ~B

3.3 Natiirliches Schlieflen und natiirliche Sprache

(Lésungen ab Seite 65)

In den folgenden Aufgaben geht es nicht um die Schwierigkeit der Herleitung,
sondern um die Umgestaltung einer Aufgabenstellung in natiirlicher Sprache
in ein aussagenlogisch 16sbares Problem. Die Sprache der Aussagenlogik wird
um neue Aussagenvariablen erweitert, die an die Aufgaben angepaf3t sind
(,9“ fir ,Der Gértner ist der Morder und so fort). Prinzipiell hitten wir
auch weiterhin im gegebenen Alphabet arbeiten kénnen, so sind die Formeln
jedoch besser lesbar. Wir legen also fest, daf} alle kleinen Buchstaben in den
folgenden Formeln Aussagenvariablen sind.

Aufgabe 3.3.1:

a) Im SchloBgarten ist ein Mord geschehen, leider gibt es keine Zeugen. Der
am Tatort gefundene Schal kénnte eine Rolle spielen, da der Tote aber
schon einige Zeit im Garten liegt, ist das nicht sicher. Immerhin ist klar,
dafl nur der Gértner, der Butler und der Fahrer iiberhaupt manchmal
einen Schal tragen. Allerdings sind der Gértner und der Butler letz-
te Woche nur am Dienstag im Garten gewesen und am Dienstag war
schones Wetter. Zeigen Sie, daf3 der Fahrer der Morder war, wenn der
Moérder einen Schal trug!

b) Wenn der Morder einen Schal trug, war es also der Fahrer. Der hatte
aber einen sehr knappen Zeitplan und konnte nicht lange Zeit hinter-
einander unbeaufsichtigt bleiben. Wenn er nur einmal im Schlo3garten
war, konnte er die Spuren nicht verwischen, dazu muflte er zweimal in
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den Schlofigarten kommen. Er ist aber als schlau bekannt und wiirde
ganz sicher versuchen, nicht erwischt zu werden. Die Spurensicherung
konnte Spuren feststellen und es ist nachweisbar, dal der Fahrer zwei-
mal im Schlofgarten war. Trug der Moérder einen Schal?

Wenn der Butler der Mérder war, dann héitte er den Fahrer am Betreten
des Schlofigartens gehindert. Der war aber — wie bekannt — zweimal da.
Auflerdem stellt sich heraus, dal der Butler und der Gértner Briider
sind und nur gemeinsam am Mord beteiligt oder unbeteiligt sind. Einer
muf} es aber gewesen sein: der Gértner, der Butler, der Fahrer oder die
scheinheilige Erbtante. Ist es die Erbtante gewesen?

Losungen

Losung 3.3.1:

a)

Wenn nur Gértner, Butler und Fahrer manchmal einen Schal tragen,
gilt: Wenn der Mérder den Schal trug, war der Gdrtner der Mérder
oder der Butler der Morder oder der Fahrer der Mérder: s D gV bV f.
Wenn es der Gértner oder der Butler war, fand der Mord am Dienstag
statt: g Vb D d; am Dienstag trug der Morder wegen des guten Wetters
keinen Schal: d D ~s. Es ist zu zeigen, dal der Fahrer der Morder
gewesen ist, falls dieser einen Schal trug: s D f.

1. sDgVbV f A.d.B.

2. gVvVbDd A.d.B.

3. dD ~s A.d.B.

3.1. s z.A. RI
3.2. gVvVbVvf AR

3.3. ~d Th. 3.1, 3
3.4. ~(gVb) Th. 3.3, 2
3.5. f BA 3.4, 3.2
4. sDf RI
Kommentar:

Da eine Subjunktion zu beweisen ist, kann das Antezedens als zusétzli-
che Annahme zu den Beweiszeilen hinzugefiigt werden. Nach der Struk-
turregel zum Hinzufiigen einer Subjunktion wird die zusétzliche Annah-
me wieder ausgeschlossen, indem sie (hier im letzten Schritt) subjunktiv
einer (doppelt numerierten) Beweiszeile (dem erwiinschten Konsequens)
vorangestellt wird.

Losung

3.3.1
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Das mehrfach verwendete Theorem ist A D B D (~B D ~A), der mo-
dus tollens. (Die daraus abgeleitete Schluregel wurde in Aufgabe 3.2.3
bewiesen.)

Beachten Sie bitte, dafl weder gezeigt wurde, dal der Fahrer der Mérder
ist, noch daf} er nicht der Morder ist, falls der Morder keinen Schal
getragen hat!

Offenbar gilt: Wenn der Fohrer der Morder war, dann gab es Spuren
wenn er einmal da war, und es gab keine Spuren wenn er zweimal da
war: f D (0 De)A(t D ~e). AuBlerdem ist die zweimalige Anwesenheit
des Fahrers und die Anwesenheit von Spuren festgestellt worden: t A e.
Wir wissen, dafl der Fahrer der Morder war, falls der Morder den Schal
trug und nehmen zusétzlich an, dal der Morder tatséchlich einen Schal
trug:

L. fD>(0De)A(tD ~e) A.d.B.
2. tAe A.d.B.
3. sDf A.d.B.
4. s A.d.i.B.
5. f AR
6. (0De)A(tD ~e) AR
7. tD ~e BK
8. t BK
9. e BK
10.  ~e AR
Widerspruch.
Kommentar:

Die Annahme, dafl der Morder einen Schal trug, wurde zum Wider-
spruch gefiihrt. Damit ist gezeigt, dal der Morder unter den angegebe-
nen (weiteren) Voraussetzungen keinen Schal getragen haben kann.
Manchmal werden solche Herleitungen mit den Worten zusammenge-
faft: ,Es ist logisch, bzw. es ist notwendig, dal der Morder keinen Schal
getragen hat“. Als verkiirzte Redeweise ist das vollig korrekt. Beach-
ten Sie jedoch, dafl die Logik keine Aussagen iiber die auflersprachliche
Wirklichkeit macht — wir haben gezeigt, dafl aus den gesetzten Pramis-
sen der Satz, dafl der Morder keinen Schal getragen hat, folgt. Stellt
sich heraus, dal der Md&rder doch einen Schal trug, ist nicht die Logik
wfalsch“, sondern (mindestens) eine der Prémissen ist nicht wahr.
Wenn der Butler der Mdérder war, war der Fahrer nicht zweimal im
Schlofigarten: b O ~t. Auflerdem sind Butler und Gértner beide Morder
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oder beide nicht Morder: b = g. Weiterhin muf eine der vier Personen
der Morder (oder die Morderin) sein: bV g vV f V d. Wir wissen, daf
Spuren gefunden wurden und der Fahrer zweimal am Ort war. Wir
wissen auferdem, dafl er die Gelegenheit genutzt hitte, die Spuren zu
beseitigen. Zeigen wir zunéchst, dafl der Fahrer nicht der Morder war:

1. fD>(0De)A(tD ~e) A.d.B.

2. tAe A.d.B.

3. e BK

4. t BK

4.1. f z.A. RII

4.2. tD ~e AR, BK

4.3. ~e AR

5. ~f RIT
Nun wird gezeigt, dafl Butler und Gértner nicht schuldig sind:

1 bD ~t A.d.B.

2. b=g A.d.B.

3. A.d.B.

4 ~b Th.

5) ~g Th.

Also war es die Erbtante, denn es gilt:

1. gVvbVv fvd A.d.B.

2. ~g A.d.B.

3. ~b A.d.B.

4. ~f A.d.B.

5. d 3 x BA
Kommentar:

Die kursiv gesetzten Sétze sind Umformulierungen und teilweise Zusam-
menfassungen der in der Geschichte gebotenen Informationen. Wir haben
uns bemiiht, das nur in ganz zweifelsfreien Féllen zu tun. Die logische Ana-
lyse von Problemen, die in natiirlicher Sprache gegeben sind, hingt ganz
wesentlich von der Formalisierung der Sdtze und vom Erkennen der logi-
schen Strukturen ab. Manchmal ist die Struktur auch nicht ohne weiteres
eindeutig zu ermitteln. In den meisten vorkommenden Fillen ist es dann
moglich, durch Nachfragen (oder weitere kriminalistische Arbeit) die erfor-
derliche Eindeutigkeit herzustellen. Wie Sie vielleicht bemerkt haben, ist es
manchmal auch ein Problem festzustellen, welche Informationen irrelevant
sind. Hier gilt jedoch, dafl formal ausgedriickte, nicht benotigte Aussagen
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das Argument nicht entkriften.

3.4 Richtig oder falsch?

(Lésungen ab Seite 168)

Aufgabe 3.4.1:

Ein axiomatischer Kalkiil ist absolut widerspruchsfrei, wenn ...
..seine Axiome und Schlufiregeln unabhéngig sind.

..in ithm nicht alle Formeln beweisbar sind.

..in ihm alle Tautologien der Aussagenlogik beweisbar sind.
..in ihm nur die Tautologien der Aussagenlogik beweisbar sind.
..in ihm alle Formeln beweisbar sind.

93

o
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Aufgabe 3.4.2:
Ein axiomatischer Kalkiil ist semantisch vollstdndig, wenn ...

a) ...in ihm keine Kontradiktion beweisbar ist.

b) ...das Hinzufiigen eines weiteren Axioms den Kalkiil widerspriichlich
macht.

¢) ...in ihm alle Tautologien der Aussagenlogik beweisbar sind.

d) ...in ihm alle Formeln beweisbar sind.

e) ...in ihm nur die Tautologien der Aussagenlogik beweisbar sind.

f) ...in ihm nicht eine Formel und ihre Negation beweisbar sind.

Aufgabe 3.4.3:
Fin axiomatischer Kalkiil ist syntaktisch vollstindig, wenn ...

a) ...seine Axiome und Regeln voneinander unabhéingig sind.

b) ...das Hinzufiigen einer Formel, die kein Theorem im System ist, als
Axiom das System widerspriichlich macht.

c) ...die Axiome Tautologien der Aussagenlogik sind.

Aufgabe 3.4.4:

Gesetzt, dem Kalkiil NS wird als Axiom die Formel p D ~r hinzugefiigt.
Welche der folgenden Aussagen gilt dann fiir den neuen Kalkiil NS'?

NS’ ist semantisch vollstandig.

In NS’ ist ¢ A ~q beweisbar.

In NS’ sind alle Axiome unabhiingig.

NS’ ist widerspruchsfrei.

Alle Tautologien der Aussagenlogik sind Theoreme in NS’.

Alle Theoreme von NS’ sind Tautologien in der Aussagenlogik.

o &

oo
N’ ;) N e

= O



3.4. RICHTIG ODER FALSCH? 69

Aufgabe 3.4.5:

Gesetzt, jemand streicht aus dem Kalkiil NS das Axiom p D (¢ D p). Welche
der folgenden Aussagen gelten in neuen Kalkiil NS"?

a) NS" ist semantisch vollstindig.

b) NS” ist syntaktisch vollstindig.

In NS” ist ¢ A ~q nicht beweisbar.

In NS” sind alle Axiome unabhéngig.

NS" ist widerspruchsfrei.

Alle Tautologien der Aussagenlogik sind Theoreme in NS”.

Alle Theoreme von NS” sind Tautologien in der Aussagenlogik.

I C e MNe]
~— T o — T
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Aufgabe 3.4.6:
Entscheiden Sie, ob die folgenden Aussagen wahr oder falsch sind:
Im System des natiirlichen Schlieflens ...

a) ...kann jeder Beweis direkt gefiihrt werden.

b) ...kann jeder Beweis indirekt gefiihrt werden.

¢) ...sind alle Tautologien der klassischen zweiwertigen Aussagenlogik be-
weisbar.

d) ...l14a8t sich pA ~p indirekt beweisen, weil der Beweis zum Widerspruch

fiihrt.

1<
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Kapitel 4

Sprache und Semantik der
Pradikatenlogik

Der hiufig anzutreffende Terminus ,,Quantorenlogik (oder ,,Quantorentheo-
rie“) ist synonym zum hier bevorzugten ., Pridikatenlogik®. Gegenstand des
Abschnitts ist allein die Pridikatenlogik erster Stufe.

4.1 Die Formeldefinition in der Pradikatenlogik

(Lésungen ab Seite 74)

Aufgabe 4.1.1:

Bestimmen Sie in den folgenden Sdtzen die logischen Subjekte, die Pradikate
und deren Stellenzahl. Bisweilen gibt es mehrere Moglichkeiten.

a) Klaus repariert das Fahrrad.

) Kiel liegt an der Ostsee.

) Gabi und Klaus streiten sich.

) Gabi und Klaus reparieren Gabis Fahrrad,

e) Neumiinster liegt zwischen Hamburg und Flensburg.

a o o

Aufgabe 4.1.2:

a) Definieren Sie den Begriff , Pridikatenlogische Formel* fiir eine Sprache
mit Individuenvariablen und Pridikatenkonstanten, den aussagenlogi-
schen Operatoren Negation und Adjunktion, dem Allquantor (,alle®)
und Klammern. Definieren Sie dazu zunéchst den Begriff Pradikatfor-
mel.

71
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444
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b) Definieren Sie den Begriff ,,Pridikatenlogische Formel“ fiir eine Sprache,
die Individuenvariablen (x, y, z mit und ohne Indizees), Pradikaten-
konstanten (P, ), R mit und ohne Indizes), keine Aussagenvariablen,
zwei Quantoren, die Negation und mindestens einen zweistelligen aus-
sagenlogischen Operator sowie Klammern enthélt.

c) Definieren Sie den Begriff , Priadikatenlogische Formel“ fiir eine Sprache
mit Aussagen- und Individuenvariablen, Individuenkonstanten, Pradi-
katenkonstanten, einem Quantor, einem aussagenlogischen Operator,
dem Pridikat der Identitdt und Klammern!

Zusadtzlich zur bisher verwendeten Klammernkonvention (Seite 7)

wird folgende Regel zur Einsparung von Klammern beachtet:

¢ Klammern um einen Quantor und die dazugehorige Individu-
envariable konnen weggelassen werden.

Wir werden manchmal kiinftig auch einen Quantor (ein Quantoren-

zeichen) mit der dazugehérigen Individuenvariablen als ,,Quantor®

bezeichnen. Das sollte keine Verwirrung stiften.

>>>  Aufgabe 4.1.3:
Welche der folgenden Zeichenreihen sind bei Beriicksichtigung der Klam-
mernkonvention quantorenlogische Formeln? Vorausgesetzt wird eine Spra-
che, in der grofle und kleine Buchstaben, Indizes, Klammern und logische
Zeichen so, wie in den vorangegangen Abschnitten beschrieben, verwendet
werden.

qV P(z)

(pA(P(g)V ~q))

(Vy D 32P(2))

VoedyP(z,y) A Q(x,y) D FzR(z,y)

d~zP(z) = VzQ(x)

(P(z) > (Vy)(P(y) > P(x)))

Ve (P(z) D Q(x)) D (VxP(x) D VaQ(x))

Yz ~(p O Q(y,2))

Vz(p D 3P(x))

Va3y(P(z) O y)

Welche der Zeichenreihen, die Sie als Formeln erkannt haben, sind keine

Formeln bei Nichtberiicksichtigung der Klammernkonvention?

Kennzeichnen Sie in den Formeln die Wirkungsbereiche der Quantoren, so-

wie die freien und gebundenen Vorkommen der Individuenvariablen.

SRR

e
\Dd/o\q/\-/v\g'/v\ N

D

—
N’
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Aufgabe 4.1.4: 444
Uberpriifen Sie, welche der folgenden Zeichenreihen Formeln der Pridika-
tenlogik mit Identitét sind.

(p A (F2)(P(z = a)V ~q))

(p A (Fz)(P(x) =aVq))

(i=7j2(P@E)>9)

a
b

o
S e

d) z=gq

e) y=a

f) (A@2)((Ply) Dz =a)Vq)
P(z) = P(y)

= 0=
N N

r=y=a=c

Aufgabe 4.1.5: 444
Ermitteln Sie die logische Struktur folgender Aussagen in der Sprache der
klassischen Pradikatenlogik:

Alle Menschen sind gliicklich.

Nicht alle Menschen sind gliicklich.

FEinige Menschen sind ehrlich.

Alle Menschen sind nicht kduflich.

Kein Mensch ist nicht ehrlich.

Jemand ruft mich an.

Ich rufe jemanden an.

Keiner kennt die Ursache.

Manchmal ist Hans gliicklich.

a
b

Na)/ = O o

Aufgabe 4.1.6: 444
Formulieren Sie folgende Sitze in der Sprache der Pridikatenlogik:
a) Alle wollen alt werden, aber niemand will alt sein.

b) Wenn jeder an sich denkt, ist an alle gedacht. (Verwenden Sie das zwei-
stellige Pradikat P(...,...) —,...denkt an ...“.)

Aufgabe 4.1.7: 444
Formulieren Sie folgende S&tze in der Sprache der Pradikatenlogik mit Iden-
titat:
a) ,In Adams Tasche befinden sich héchstens zwei Markstiicke.*
(Verwenden Sie dazu die Pridikate P(...) —,,...ist ein Markstiick* und
Q(...) — ,...befindet sich in Adams Tasche“)
b) ,Anton liebt mindestens zwei Médchen.“
(Benutzen Sie die Konstante a fiir Anton sowie zwei Priadikate P(...)
— .. .ist Madchen“ und Q(...,...) —,...liebt ...%.)

¢) ,In Petras Schrank befinden sich genau zwei Paar Schuhe.“



Losung

4.1.1

74

KAPITEL 4. SPRACHE & SEMANTIK (PL)
(Verwenden Sie dazu die Priadikate P(...) — ,,...ist ein Paar Schuhe®
und Q(...) —,,...befindet sich in Petras Schrank*.)
, Keine zwei Elektronen befinden sich im selben Zustand.
(Verwenden Sie dazu die Pradikate Z(...) —,,...ist ein Zustand“, E(...)
— .. .ist ein Elektron“ und B(...,...) —...befindet sich in ...*.)
Loésungen

L6sung 4.1.1:

a)

Es gibt drei Moglichkeiten:
e  Subjekt: ,Klaus“; einstelliges Pradikat: ,,...repariert das Fahrrad*

e Subjekte: ,Klaus“, ,,das Fahrrad“; zweistelliges Pridikat: ,...re-
pariert ...

e Subjekt: ,das Fahrrad®; einstelliges Pradikat: ,,Klaus repariert ...
bzw. ,,...wird von Klaus repariert®

Kommentar:

Die Subjekt-Prédikat-Unterscheidung in der Logik entspricht nicht ge-
nau der Subjekt-Préadikat—Unterscheidung in der Grammatik. Gram-
matisch haben wir hier eine Subjekt—Pridikat—Akkusativobjekt—Struk-
tur vorliegen. Die in der Grammatik iibliche Unterscheidung zwischen
yoatzgegenstand“, , Satzaussage” und ,Satzteil, auf den sich die Satz-
aussage bezieht“ (Subjekt, Priadikat, Objekt) wird fast parallel in der
Logik auf die Funktion der in (einfachen pradikativen) S&tzen vor-
kommenden Termini bezogen: Ein solcher Satz besteht aus Termini,
die Gegenstinde bezeichnen sollen und aus Termini, die Eigenschaften
oder Relationen zwischen diesen Gegensténden ausdriicken sollen. Da-
bei wird ,,Gegenstand“ im weitesten Sinne aufgefafit. Die erste Sorte
von Termini sind Subjekttermini (und sollen die Subjekte bezeichnen),
die letztere Sorte sind Pridikattermini (und sollen die Pridikate aus-
driicken). Die Termini ,Klaus“ und ,das Fahrrad“ sind offenbar dazu
gedacht, Klaus und das Fahrrad zu bezeichnen, ,repariert” driickt eine
spezielle Relation aus, die genau dann zwischen beiden besteht, wenn
ersterer letzteres repariert. Klaus hat in diesem Fall aber auch die —
komplexere — Eigenschaft, das Fahrrad zu reparieren, wihrend das Fahr-
rad die — davon verschiedene — Eigenschaft hat, von Klaus repariert zu
werden.
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b) Es gibt drei Moglichkeiten:
e  Subjekt: ,Kiel“; einstelliges Pradikat: ,,...liegt an der Ostsee®
e Subjekte: ,Kiel“, ,Ostsee”; zweistelliges Pradikat: ,,...liegt an ... *
e  Subjekt: ,,Ostsee”; einstelliges Pradikat: ,Kiel liegt an ...“ bzw.
,- - - 18t etwas, woran Kiel liegt*
¢) Es gibt drei Moglichkeiten:
e Subjekte: ,Klaus“, ,Gabi“; zweistelliges Pradikat: ,,...und ... strei-
ten sich*
e Subjekt: ,Klaus“; einstelliges Pradikat: ,,.. . streitet sich mit Gabi“
e  Subjekt: ,Gabi“; einstelliges Préadikat: ,,...streitet sich mit Klaus®
d) Es gibt drei Moglichkeiten analog zum Fall a). Zu beachten ist jedoch,
dafl das Paar ,Gabi und Klaus®“ hier als ein einzelnes Subjekt auftritt.
Kommentar:
Offenbar ist ja nicht ,,Gabi repariert ihr Fahrrad und Klaus repariert
Gabis Fahrrad“ gemeint (wer trigt das Klavier, wenn vier Ménner
das Klavier in die Wohnung bringen?). Paare, Tripel, allgemein n-—
Tupel kénnen Subjekte in Aussagen sein. Das ,,und“ ist in diesem Falle
also kein aussagenbildendender Operator ,,A“, sondern ist als termi-
nusbildender Operator zu interpretieren, der aus zwei Subjekttermini
einen neuen Terminus (den Namen des Paares) bildet. Welche Rolle ein
natiirlichsprachliches Vorkommen von ,,und® in einem Kontext spielt,
kann nur aus dem Kontext erschlossen werden. Der Satz ,,Gabi und
Klaus gehen ins Kino“ 148t sogar beide Interpretationen des ,,und“ zu.
e) Es gibt sieben Moglichkeiten:
e Subjekte: ,Neumiinster”, ,Hamburg”, ,Flensburg®; ein dreistelli-

ges Pridikat: .. .liegt zwischen ...und ...“
Subjekt: , Neumiinster*; einstelliges Pridikat: ,,...liegt zwischen
Hamburg und Flensburg*

[ ]

Kommentar:

Logisch sind das verschiedene, aber ,gleich gute“ Pridikate, die jeweils
auf Stiadte, Paare von Stidten oder Tripel von Stidten zutreffen oder
nicht zutreffen. In der natiirlichen Sprache werden nicht alle diese Pradi-
kate auch gebildet und verwendet, so klingt ,,zwischen Hamburg und
Flensburg liegen® ganz gebréuchlich, ,,zwischen Hamburg und . . . liegen*
aber sehr schief. Mit diesen Zusammenhingen beschiéftigt sich die Lo-
gik nicht, in der Grammatik fillt das in das Gebiet der Analyse der
Konstituentenstruktur.
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4.1.2 Lo6sung 4.1.2:

a) Prddikatformel:

1. Wenn f eine n-stellige Pridikatenkonstante ist und i1,1%9,...,%,
Individuenvariablen sind, dann ist f(i1,42,...,4,) eine Pridikat-
formel.

Pridikatenlogische Formel:

1. Pridikatformeln sind quantorenlogische Formeln.

2. Wenn A eine quantorenlogische Formel ist, so auch ~A.

3. Wenn A und B quantorenlogische Formeln sind, so auch (4 V B).

4. Wenn A eine quantorenlogische Formel und i eine Individuenvaria-
ble ist, so ist (Vi) A eine quantorenlogische Formel.

5. Nichts anderes ist eine quantorenlogische Formel.

b) Pradikatformel:

1. Wenn f eine n-stellige Pridikatenkonstante ist und i1,1%2,...,%,
Individuenvariablen sind, dann ist f(i1,42,...,i,) eine Pradikat-
formel.

Priadikatenlogische Formel:

1. Préadikatformeln sind quantorenlogische Formeln.

2. Wenn A eine quantorenlogische Formel ist, so auch ~A.

3. Wenn A und B quantorenlogische Formeln sind, so auch (A V B)
und (A D B).

4.  Wenn A eine quantorenlogische Formel und ¢ eine Individuenvaria-
ble ist, so ist (Vi) A eine quantorenlogische Formel.

5.  Wenn A eine quantorenlogische Formel und ¢ eine Individuenvaria-
ble ist, so ist (Ji) A eine quantorenlogische Formel.

6. Nichts anderes ist eine quantorenlogische Formel.

c) Prddikatformel:

1. Wenn ¢; und ¢9 Individuenvariablen oder Individuenkonstanten
sind, dann ist i1 = i eine Pridikatformel.

2. Wenn f eine n-stellige Pradikatenkonstante ist und i1, ..., %, Indi-
viduenvariablen oder Individuenkonstanten sind, dann ist der Aus-
druck f(i1,...,%p) eine Pradikatformel.

Pradikatenlogische Formel:

1. Alleinstehende Aussagenvariablen sind quantorenlogische Formeln.

2. Prédikatformeln sind quantorenlogische Formeln.

3. Wenn A und B quantorenlogische Formeln sind, so auch (A | B).

4.  Wenn A eine quantorenlogische Formel und i eine Individuenvaria-
ble ist, so ist (3i) A eine quantorenlogische Formel.

5. Nichts anderes ist eine quantorenlogische Formel.
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Kommentar:

Achten Sie auf die Verwendung von Metazeichen, verwenden Sie nicht die
Individuen- und Pradikatenkonstanten und die Individuenvariablen des Al-
phabets.

L6sung 4.1.3:

a)

b)

Formel, es fehlt jedoch die Auflenklammer.

x ist frei.

Keine Formel.

Kommentar:

Das Priadikat P wird der Aussagenvariablen ¢ pridiziert, es kann dort
aber nur eine Individuenvariable oder -konstante vorkommen.

Keine Formel.

Kommentar:

In einer Formel der Form ViA mufl A selbst eine quantorenlogische
Formel sein. Das ist hier nicht der Fall, denn auf Vy folgt keine Formel.
Formel, es fehlen jedoch die Auflenklammern sowie die Klammern um
die Konjunktion (Vz3dyP(z,y) A Q(z,y)) und um die Quantoren (Vz),
(Jy) und (3z).

Die geschweiften Klammern zeigen den Wirkungsbereich des vorherge-
henden Quantors an, der Index nennt die im Wirkungsbereich gebunde-
ne Variable. Unterstrichene Vorkommen von Individuenvariablen sind
frei, die anderen gebunden:

—
Vo Jy P(z,y) ANQ(z,y) D 3z R(z,y)
S—— S——

Kommentar:

Der Wirkungsbereich des Quantors (3z) im letzten Teil der Formel
enthilt keine Vorkommen der Variablen z. Diese kommt im Wirkungs-
bereich also weder frei noch gebunden vor (eben gar nicht); das heifit
aber nicht, dafl der entsprechende Quantor keinen Wirkungsbereich
hitte.

Keine Formel.

Kommentar:

Unmittelbar einem Quantor kann in einer Formel nur eine Individuen-
variable folgen. Das ist hier nicht der Fall.

Formel.

Der Wirkungsbereich des Quantors ist die Formel (P(y) D P(x)), die
Vorkommen von z sind frei und die von y gebunden.

4.1.3
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Formel, es fehlen jedoch die Auflenklammern und die Klammern um die
Quantoren und die dazugehorigen Variablen.

Vo (P(x) 2 Q(x)) O (Vaji(/ai)/ D V:Eg(’a:_)/)

Alle Vorkommen der Individuenvariablen sind gebunden.

Formel, es fehlen jedoch die Auflenklammern und die Klammern um
den Quantor und die Individuenvariable.

Der Wirkungsbereich des Quantors ist die gesamte Formel mit der Ne-
gation beginnend, die Vorkommen von z sind gebunden und das Vor-
kommen von y ist frei.

Keine Formel.

Kommentar:

Unmittelbar auf einen Quantor kann nur eine Individuenvariable folgen,
das ist hier nicht der Fall.

Keine Formel.

Kommentar:

Die Individuenvariable y darf nicht allein stehen, sondern darf nur
an der Argumentenstelle eines Pradikats oder unmittelbar nach einem
Quantor vorkommen.

L6sung 4.1.4:

a)

Keine Formel.

Kommentar:

Der Ausdruck P(z = a) darf nicht vorkommen, denn z = a ist kein logi-
sches Subjekt, sondern eine Aussagenfunktion, {iber die nicht pridiziert
werden darf.

Keine Formel.

Kommentar:

Der Ausdruck P(z) = a darf nicht vorkommen. Eine Aussagenfunktion
kann nicht identisch mit einer Individuenkonstanten sein.

Keine Formel.

Kommentar:

Die Zeichen 7 und j sind nicht Teil der Sprache, sondern Metazeichen.
Keine Formel.

Kommentar:

x ist eine Individuen-, ¢ eine Aussagenvariable, daher ist der Ausdruck
x = q keine Formel.

Formel.

Formel.
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g) Keine Formel.
Kommentar:
P(x) und P(y) sind weder Individuenkonstanten noch Individuenvaria-
blen, mit denen allein das Identitatspriadikat aber Formeln bildet.

h) Formel.

L6sung 4.1.5:

a) Vz(P(z) D Q(x))
P(...) —,...ist ein Mensch*; Q(...) —,,...ist gliicklich“
Kommentar:
Zu lesen ist die Formel folgendermaflen: Fiir alle Gegenstinde gilt, wenn
etwas ein Mensch ist, ist es auch glicklich.
Die Formel Vz(P(z) AQ(x)) entspricht nicht dem gegebenen Satz, denn
sie besagt, dafl alle Gegenstinde Menschen sind und iiberdies noch
gliicklich.

b)  ~Va(P(x) D Q(x))
P(...) —,...ist ein Mensch*; Q(...) —,,...ist gliicklich“
Kommentar:
Diese Formalisierung konstatiert einen fehlenden Zusammenhang zwi-
schen Menschsein und Gliicklichsein. Offenbar ist es fiir die Wahrheit
der Aussage in dieser Interpretation notwendig, dafl es ungliickliche

Menschen gibt — vor acht Millionen Jahren war diese Aussage falsch.
Aqulvalent 148t sich schreiben: dx(P(z) A ~Q(x)).

c) Ja(P(z )/\Q( )

P( ..) = 5. ..ist ein Mensch“; Q(...) —,,...ist ehrlich®
Q) Ve(P(x) 5> ~Q(x))
P(...) —,...ist ein Mensch*; Q(...) — ,...ist kiuflich®
&) ~Ax(P(x) A ~Q(r))
P(...) —,...ist ein Mensch“; Q(...) — ,,...ist ehrlich“
Kommentar.
Aquivalent 148t sich Va(P(x) D Q(x)) schreiben.
f) FzR(z,a)
a — nich*; R(...,...) —,...ruft ...an
g) 3JxR(a,x)
a— ,ich“; R(...,...) —,...ruft ...an“
h)  Vavy(P(z,a) O ~Q(y,z))
P(...,...) —,...ist Ursache fiir ...“; Q(...,...) —,...kennt ...«
Kommentar:

,Ursache” ist ein zweistelliges Pradikat: Etwas ist eine Ursache von et-
was. Der Satz oben ist elliptisch und aus dem Auflerungskontext ist zu

4.1.5
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klaren, wessen Ursache gemeint ist. Das wird in der Formalisierung mit
der Konstanten ,,a* ausgedriickt. Zu lesen ist die Formel folgenderma-
Ben: Fir alle Gegenstinde x und y gilt: Ist ersterer Ursache (fir a),
dann kennt letzterer diesen nicht.

i)  Jz(P(x) A R(a,x))

a— ,Hans“; P(...) —,,...ist ein Zeitraum*; R(...,...) —,...ist gliicklich
in ...«
Kommentar:

Das Wort ,manchmal“ bezieht sich offenbar auf zeitliche Abschnitte
unbestimmter Lénge. Zeitliche und rdumliche Bezugnahme kann auf
unterschiedliche Weise ausgedriickt werden; hier wurde eine Explikation
gew#hlt, bei der das Pridikat , gliicklich“ eine (versteckte) Zeitstelle hat:
Gliicklich sein heiffit immer, gliicklich zu einer bestimmten Zeit zu sein.
Analog dazu lassen sich die umgangssprachlichen Quantoren immer,
tberall usw. ausdriicken.

Losung 4.1.6:

a) Q(...) —,...will alt werden“; R(...) —,,...will alt sein“:
VeQ(z) A ~JzR(x)
b) VzP(x,z) D VydzP(z,y)

Loésung 4.1.7:

a) VaVyVz(P(x)AP(y)AP(2)AQ(x)ANQ(Y)ANQ(z) D x =yVy =2zVze = 2)
Kommentar:
Anzahlaussagen mit ,hochstens“ lassen sich nach einem allgemeinen
Schema ausdriicken: Wenn es hochstens n Gegenstéinde mit einer Ei-
genschaft gibt, so gilt fiir jede Liste von n + 1 Gegensténden mit dieser
Figenschaft, dafl sich wenigstens einer auf ihr wiederholt — und umge-
kehrt. Im Beispiel heiflt das: Fiir alle drei Gegenstédnde, die Markstiicke
und auch in Adams Tasche sind, gilt, daf§ das erste nicht vom zwei-
ten oder das zweite nicht vom dritten oder das erste nicht vom dritten
verschieden ist. Offenbar sind also nur zwei verschiedene da.

b) Fzdy(z #y A P(x) A P(y) AQ(a, ) A Q(a,y))
Kommentar:
Anzahlaussagen mit ,,mindestens“ lassen sich dhnlich allgemein aus-
driicken: Wenn es mindestens n Gegenstdnde mit einer bestimmten Ei-
genschaft gibt, so gibt es eben auf jeden Fall n Gegensténde, die sich
unterscheiden und die Eigenschaft haben.
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c)

VaVyVz(P(z) A P(y) A P(2) AQ(z) AQ(y) A Q(2) D

Drx=yVy=zVez=z)AJzdy(z #y AN P(x) ANP(y) NQ(z) AN Q(y))

Kommentar:
,Genau“ ist ,,sowohl mindestens als auch héchstens“.
VaiVeo(E(z1) A E(x2) D

D Vi Vy2 (Z(y1) A Z(y2) A B(z1,y1) A B(x2,y2) D y1 # y2))

4.2 Die Semantik der Pradikatenlogik I:

Interpretationen

(Lésungen ab Seite 84)

Sei U eine nichtleere Menge von Objekten. Die Menge U/ wird als
Individuenbereich bezeichnet, man findet auch die Bezeichnungen
Universum, Quantifikationsbereich oder dhnliche. Sei I eine Abbil-
dung aus der Menge der Individuenkonstanten und Préadikatenkon-
stanten, fiir die gilt:

1. Wenn ¢ eine Individuenkonstante ist, ist I(¢) € U.

2. Wenn f eine n-stellige Pradikatenkonstante ist, ist I(f) C U",
wobei U™ das n-fache cartesische Produkt der Menge U/ ist.

Die Abbildung I wird Interpretation der Individuenkonstanten und
Prédikatenkonstanten auf der Menge U genannt. Das Paar M =
(U, T) wird Modell fiir die entsprechende Sprache (mit den Individu-
enkonstanten und Priadikatenkonstanten) oder algebraisches System
fiir diese Sprache genannt. Mit dem Modell liegt die Interpretation
der konstanten Sprachbestandteile fest. Sei s eine Funktion aus der
Menge der Variablen in die Menge . Die Funktion s wird Belegung
der Variablen genannt, man findet auch die Bezeichnungen Inter-
pretation der Variablen oder Bewertung der Variablen. Mit einer
Belegung erhalten die Variablen eine Interpretation im Modell.
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Im folgenden definieren wir eine Relation zwischen Modellen und
Belegungen auf der einen Seite und préidikatenlogischen Formeln
auf der anderen Seite. Wir schreiben dafiir (M,s) = A und lesen
das folgendermaflen: Die Aussage A ist wahr bei der Belegung s und
der Interpretation I im Individuenbereich /.

1. Wenn A eine Formel f(i;,...,iy) ist, so gilt (M,s) E A genau
dann, wenn (r(i1),...,r(in)) € I(f); wobei r(i;) = I(i;) ist,
falls 4; eine Individuenkonstante ist und r(i;) = s(i;) ist, falls
i; eine Individuenvariable ist.

2. Wenn A eine Formel ~B ist, so gilt (M,s) = A genau dann,
wenn (M, s) |= B nicht gilt.

3. Wenn A eine Formel BAC ist, so gilt (M, s) = A genau dann,
wenn (M, s) = B und (M,s) = C gelten.

4. Wenn A eine Formel BV C ist, so gilt (M, s) = A genau dann,
wenn (M, s) = B oder (M, s) = C gelten.

5. Wenn A eine Formel B D C ist, so gilt (M,s) = A genau
dann, wenn nicht (M, s) = B gilt oder (M, s) = C gilt.

6. Wenn A eine Formel ViB ist, so gilt (M,s) = A genau dann,
wenn fiir alle a € U gilt M,s' = B, wobei s'(i) = a und
ansonsten die Belegung s’ fiir alle Variablen den gleichen Wert
wie die Belegung s annimmt.

7. Wenn A eine Formel 3B ist, so gilt (M,s) = A genau dann,
wenn fiir irgendein a € U gilt M, s’ = B, wobei s'(i) = a und
ansonsten die Belegung s’ fiir alle Variablen den gleichen Wert
wie die Belegung s annimmt.
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Fine priadikatenlogische Formel ist genau dann

erfiillbar in einem Individuenbereich, wenn es eine Belegung
der Individuenvariablen und eine Interpretation der Individu-
enkonstanten und Pridikatenkonstanten in diesem Individu-
enbereich gibt, so dafl die Formel wahr im Individuenbereich
bei dieser Interpretation und Belegung ist;

wahr in einem Modell, wenn sie bei der entsprechenden Inter-
pretation der Individuenkonstanten und Pridikatenkonstan-
ten in dem entsprechenden Individuenbereich wahr bei jeder
Belegung der Variablen ist;

tautologisch in einem Wertebereich (oder allgemeingiiltig in
einem Individuenbereich), wenn diese Formel bei jeder Inter-
pretation im entsprechenden Modell wahr ist;

tautologisch (oder allgemeingiiltig), wenn sie in allen Individuen-
bereichen tautologisch ist (das heifit, wahr in jedem Modell).

Mit dem Terminus Wertebereich einer pridikatenlogischen Formel
wird im folgenden die Menge der Ausdriicke bezeichnet, die durch
die Belegung aller in der Formel vorkommenden freien Individuen-
variablen mit Elementen aus einem vorgegebenen Individuenbereich
entstehen.

Aufgabe 4.2.1:

Der Wertebereich der Individuenvariablen sei {k1, k2}. Z&hlen Sie alle Ele-
mente des Wertebereichs der folgenden pradikatenlogischen Formeln auf:

a) VaVyR(z,y) A P(y) A Q)

b) VeP(z,y) > Q(x)

Aufgabe 4.2.2:

Gegeben sei ein Individuenbereich aus den natiirlichen Zahlen von eins bis
zehn und das Prédikat P(a,b) mit der Interpretation ,a ist kleiner oder
gleich b“. Welche Bewertungen lassen sich fiir folgende Formeln in diesem
Individuenbereich angeben?

a) VaP(l,z)
b)  P(z,y)
¢c) P(x,8)

d) JxP(x,8)

1<

14
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e) VaVyP(z,y)
f) P(z,x)
VedyP(z,y)

= 0
NaP

VaVyVz(P(z,y) A P(y,z) D P(z, 2))
Aufgabe 4.2.3:

a) Es sei U der Individuenbereich, und & = {1, 2}. Es sei R ein zweistel-
liges Pridikat, und R sei > (,das erste ist grofler als das zweite Argu-
ment“). Zeigen Sie, daf} die Formel Jz3yR(z,y) im Individuenbereich
U wahr ist.

b) Zeigen Sie an einem philosophischen Beispiel, daf folgende Formel nicht
allgemeingiiltig ist: Va3yR(x,y) D IyVzR(z,y)

c) Es sei U die Menge der natiirlichen Zahlen {0,1,...,n,...}. Es sei R
die Relation ,grofler als“. Warum ist Vz3yR(z,y) keine Tautologie in
Uur
Geben Sie eine Relation an, mit der die Formel eine Tautologie im In-
dividuenbereich ist.

Geben Sie einen Individuenbereich an, in dem die Formel (mit der Re-
lation ,grofler als“) eine Tautologie ist.

Aufgabe 4.2.4:

Betrachten Sie die Formel P(z) AVax3yQ(x,y,y). Setzen Sie fiir die freie Indi-
viduenvariable nacheinander die Elemente aus dem Wertebereich &/ = {0,1}
ein, interpretieren Sie P als ,ist kleiner als 2 (< 2)“ und @ als ,,das erste
Argument multipliziert mit dem zweiten ist gleich dem zweiten Argument
(z-y = y)“. Sind die erhaltenen Aussagen wahr in diesem Individuenbereich?

Aufgabe 4.2.5:

Sie kennen den Satz: ,Hunde die bellen, beiflen nicht“. Zwei mogliche Inter-
pretationen sind ,,Alle Hunde die bellen, beiflen nicht“ und ,,Kein Hund der
bellt, beifit“. Priifen Sie, ob diese Interpretationen logisch gleichwertig sind.
(Verwenden Sie die Thnen bekannten Aquivalenzen der Pridikatenlogik.)

L6sungen

Losung 4.2.1:

a) VaVyR(z,y) A P(ki) A Q(k1)
VaVyR(z,y) A P(k1) A Q(k2)
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Kommentar:

Hintergrund ist die Idee, dafl die Aussagefunktionen durch eine Interpreta-
tion der freien Vorkommen der Individuenvariablen zu Aussagen iiber Ele-
mente des Individuenbereiches werden. Also werden die freien Vorkommen
der Individuenvariablen durch alle méglichen Kombinationen der Elemen-
te des Individuenbereiches ersetzt. Die erste Aussage unter a) behauptet
nun beispielsweise, daf3 alle Elemente des Wertebereiches in der Relation R
zueinander stehen, ky zusdtzlich die Eigenschaft P und die Eigenschaft ()
hat.

Losung 4.2.2:

a) Die Formel nimmt den Wert w an.
Kommentar:
Die Formel ist nimmt nur dann den Wert w an, wenn P(1, x) fiir jedes
Element aus dem Individuenbereich den Wert w annimmt. Dies ist aber
gegeben: 1 <1,1<2,1<3,1<4,1<5,1<6,1<7,1<8,1<9,
1 < 10.
b) Die Formel ist eine Aussagefunktion, die erfillbar im Individuenbereich
ist.
Kommentar:
Wir interpretieren die Aussagefunktion durch eine Belegung der freien
Variablen im gegebenen Modell, dabei nehmen die Formeln aus dem
Wertebereich der Pradikatformel die Werte w und £ an: Es gibt Einset-
zungen fiir die freien Individuenvariablen, die wahre Aussagen ergeben
(1 <8), andere sind falsch (8 < 1).
Die Formel ist erfiillbar.
Die Formel nimmt den Wert w an.
Die Formel nimmt den Wert £ an.
Die Formel ist wahr bei der Interpretation im Wertebereich.
Kommentar:
P(z,z) ist keine Tautologie (keine logisch wahre Aussage), da die Wahr-
heit der Aussagen P(1,1) usw. von der von uns gewéhlten Interpreta-
tion des Pridikates abhingt (fiir ,gréfler als* werden solche Aussagen

IR

)
N
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falsch). Dennoch kénnen wir von Wahrheit sprechen, da die zu iiber-
priiffenden Instanzen der wahren Aussage Yz P(z,z) genau die Elemente
des Wertebereiches der Priadikatformel P(x,z) sind.

g) Die Formel nimmt den Wert w an.

h) Die Formel nimmt den Wert w an.

Lo6sung 4.2.3:

a) Die Formel ist wahr, weil R(x,y) wahr ist, wenn man z =2 und y =1

setzt.
b) Im (als unendlich angenommenen) Individuenbereich der Ereignisse sei
R(...,...) definiert als ,,...ist die Ursache von ...“. Nun gilt zwar im

Rahmen verschiedener Konzeptionen, daf fiir jedes = eine Ursache y
existiert, nicht aber, dal es eine Ursache von allen Ereignissen gibt.

c) Die Formel ist keine Tautologie, weil fiir z = 0 kein y existiert, so daf
x grofer als y wire.
Mit der Relation ,,gréfler oder gleich“ ist die Formel eine Tautologie im
Individuenbereich.
Im Individuenbereich der ganzen Zahlen (also auch der negativen) ist
die Formel eine Tautologie.

Losung 4.2.4:

Ja. Die beiden gesuchten Aussagen sind wahr:

0 < 2 und fiir jede Zahl aus 0 und 1 gibt es eine Zahl aus 0 und 1 so, dafl
das Produkt dieser Zahlen gleich dem zweiten Faktor ist.

1 < 2 und fiir jede Zahl aus 0 und 1 gibt es eine Zahl aus 0 und 1 so, dafl das
Produkt dieser Zahlen gleich dem zweiten Faktor ist. Das ist wahr, denn 0
bzw. 1 sind kleiner als 2 und sowohl fiir 0 als auch fiir 1 gilt, daf} ihr Produkt
mit 0 auch 0 ergibt.

Kommentar:

Die gebildeten Aussagen sind also wahr, weil gilt:

0<2und 0-0=0und 1-0=0; und

1<2und 0-0=0und 1-0=0.

Lo6sung 4.2.5:

Die Interpretationen sind logisch gleichwertig. Zunéichst formalisieren wir
beide Interpretationen im Individuenbereich der Hunde mit den Pridikaten
P(..) =...bellt“ und Q(...) = ,,...beifft“.

Interpretation 1: Va(P(z) D ~Q(z))

Interpretation 2: ~3Jz(P(z) A Q(x))
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Logisch gleichwertig sind beide Interpretationen genau dann, wenn:
Va(P(z) 5 ~Q(x)) ~ ~Aa(P(x) AQ(x))
Es gilt aber wegen (A D B) = (~AV B):
Ve (P(z) O ~Q(z)) = Va(~P(x) V ~Q(z))
Weiter gilt wegen (~AV ~B)~ ~(AA B):
Va(~P(a) V ~Q(x)) ~ Yz ~(P(x) A Q(x))
Schliefllich gilt wegen Vi ~A =~ ~3iA:
Vo ~(P(z) A Q(x)) = ~Fz(P(x) A Q(2))

Damit ist die zu zeigende Aquivalenz bewiesen.

4.3 Die Semantik der Pradikatenlogik II:
Entscheidungsverfahren

(Lésungen ab Seite 92)

Aufgabe 4.3.1:

Uberpriifen Sie mit Hilfe der 0-1-Methode, ob folgende Formeln Tautologien
sind:

a) JdzP(x

~VzP(z)
dzP(z (

D ~Vr~P(x)

=

(z) >
(z) D
¢c) VaeP(z) D 3zP(z)VIx~P(z)VVrQ(z)
d) VzP(z) AJzQ(z) D z(P(z) vV Q(z))
e) JzP(z) AVzQ(z) D Ja(P(z) A Q(z))
f) VzP(x) AVz(P(z) D Q(x)) D VzQ(x)
g) VaP(z) AJz(P(z) O Q(z)) D FzQ(z)
h)  Fz(P(z) D Q(z)) A Jz(Q(z) D R(z)) D Vz(P(z) A ~R(z))
i) Va(P(z) D Q(x)) AVa(Q(z) D R(z)) D Jx(P(x) A ~R())
j) FzP(x) D ~NVxP(x) AN ~VzP(x)) A JzQ(x)

Aufgabe 4.3.2:

Kennzeichnen Sie die Erfiillungsmenge folgender zusammengesetzter Pradi-
kate jeweils im geeigneten Venn-Diagramm.

a)  P(x)VQ(x)

b)  P(x) D Q(x)

444

14
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Aufgabe 4.3.3:

Geben Sie zusammengesetzte Pridikate an, fiir die die folgenden Venn-—
Diagramme Erfiillungsmengen zeigen (In dieser Aufgabe kennzeichnen die
schraffierten Flichen die Erfiillungsmengen der entsprechenden Prédikate.
Die Schraffur hat also die Funktion, eine bestimmte Menge zu kennzeichnen
— sagt jedoch nichts dariiber aus, ob diese Bereiche des Universums leer oder
nicht leer sind.):

a)
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g)
h)
Y
Aufgabe 4.3.4: 444

Uberpriifen Sie mit Hilfe von Venn-Diagrammen, ob folgende Formeln Tau-

tologien sind:

a) VzP(z) D> ~3Jx~P(x)

VeP(z)VVz~P(x)
x

b)

c) Vz(P(x) ANQ(x)) D VaP(zx)V VrQ(x)

d) Vz(P(x)V Q(x)) DVeP(z)V VrQ(x)

&) u(P(r) > Qx)) > (FrP(x) 5 3rQ(x))

f) Va(P(x)V Q(z)) D JzP(x) VVzQ(x)

g) Vz(P(z)V Q(z)) D VaeP(x) AVxQ(x)

h) Va(P(x)V Q(z)) D JxP(x) vVe(Q(x) V ~P(z))
i) Jx(P(x) VvV Q(z)) D JzP(x) A JzQ(x)



>D> D>

>D> D>

Losung

4.3.1

92

KAPITEL 4. SPRACHE & SEMANTIK (PL)

Aufgabe 4.3.5:

Betrachten Sie die Erfiillungsmengen der zusammengesetzten Pradikate
P(y)A ~P(y) und Q(z)V ~Q(z). Kommentieren Sie Ihre Beobachtung!
Wie viele verschiedene Venn—-Diagramme mit drei Kreisen gibt es? (An-
ders formuliert: Wie viele verschiedene Pridikate lassen sich aus drei

einfachen Pridikaten zusammensetzen?)

Schauen Sie sich noch einmal die Wertetabellen aus der Aussagenalge-
bra und die Normalformen an. Beachten Sie die Analogie zwischen Aus-
sagenvariablen und einstelligen Pridikaten und formulieren Sie einen
Zusammenhang zwischen Wertetabellen, Normalformen und Venn—Dia-

grammen!

Aufgabe 4.3.6:

Uberpriifen Sie mit einer Methode Threr Wahl, ob folgende Formeln Tauto-

logien sind:

a) Jz(P(x) AQ(x)) D JzP(z) AxQ(x)

b) Fz(P(x)V Q(x)) D VaeP(z) A JxQ(x)

¢) Jz(P(z) D Q(z)) D (VzP(x) D F=Q(x)

d) Vz(P(z) V ~Q(x)) O (FzQ(x) O JzP(x))

e) VaP(z) AVz(P(z) D Q(zx)) D JzQ(x)

f) Fx(P(x)V ~Q(x)) D FxP(x) V ~FzQ(x)

g) Va(P(x)VQ(z)) D JxP(x) vVe(Q(z) v ~P(x))

h) Va(P(x)V Q(z)V R(x)) D JxP(x) VVe(Q(x) V R(x))

i) FxP(x) AJrQ(z) O (Fz(P(z) A ~Q(x)) vV (Fz(~P(x) A Q(2)))

j) Ve (P(x)VQ(x)V R(z)) N ~JxP(z) A ~FzR(x) D JzQ(x)

k) Vy(P(y) O Qy)) > (Vy(Q(y) > R(y)) O (VyP(y) O IyR(y)))

1) Va(P(x)VQ(z)AR(x)) D 3xP(x) VVe(Q(x) A R(x))

m) Vz(P(z) D Q(z)) AVx(Q(z) D R(z)) D Vz(P(x) D R(x))

n) (Jx(P(x)A ~Q(z))V (Fz(~P(x) ANQ(z))) D JzP(z) A JzQ(x)

0) Vz(P(x)V ~Q(x)V ~R(x)) AN ~JzP(x) AVzR(z) D Jx ~Q(x)
Loésungen

Lo6sung 4.3.1:

2)

Jz P(z )3~vxp()

Wii ffwi1
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Die Formel ist keine Tautologie.
Kommentar:

e Nehmen wir an, die Formel sei keine Tautologie. Dann gibt es eine
Belegung ihrer Teilformeln so, dal der Hauptoperator (die Sub-
junktion) den Wert f zugeschrieben bekommt. Das Antezedens
mufl demnach wahr, das Konsequens falsch sein und nach den se-
mantischen Regeln fiir die Negation bekommt Yz P(x) den Wert w
zugeschrieben. Damit haben alle quantifizierten Teilformeln einen
Wahrheitswert zugeschrieben bekommen.

e Die vorkommenden Pridikatformeln — hier nur P(x) — erhalten
die Charakteristika 0 und 1 so, daf} alle moglichen Kombinatio-
nen von Belegungen beriicksichtigt sind. Die erste Zeile wird nun
gestrichen, da wegen der Wahrheit der Allaussage im Konsequens
der 0-Bereich fiir P(z) leer ist (alle Gegenstinde haben die Eigen-
schaft, also: es gibt keine Gegenstidnde im Individuenbereich, die
die Eigenschaft nicht haben); in der zweiten Zeile wird die 1 unter
Jdz P(x) unterstrichen, weil der 1-Bereich wegen der Wahrheit dieser
Aussage nicht leer sein kann (es gibt mindestens einen Gegenstand
im Individuenbereich, der die Eigenschaft hat).

e Alle moglichen Streichungen und Unterstreichungen sind vorge-
nommen worden. Es ist kein Widerspruch aufgetreten, also gibt
es Individuenbereiche und eine mogliche Belegung der Teilformeln
so, daf} die Formel den Wert £ annimmt. Also ist sie tatséchlich
keine Tautologie.

Jdx P(x) D ~Vz ~ P(z

{offW!10

Die Formel ist eine Tautologie.

Kommentar:

Angenommen, die Formel kann den Wert £ annehmen. Dann bekommt
die Existenzaussage den Wert w und die Allaussage ebenfalls den Wert w
zugeschrieben. Die Wahrheit der Allaussage im Konsequens bezieht sich
nicht auf die Charakteristik von P(z), sondern auf die der Negation, des-
halb wird die zweite Zeile (das Vorkommen der 0) gestrichen. Eine wahre
Existenzaussage erfordert das Unterstreichen eines 1-Vorkommens, das
ist aber bereits gestrichen. Dies ist ein Widerspruch: Mit dem Streichen
wird ausgedriickt, dafl der entsprechende Teil des Individuenbereiches
leer ist, mit dem Unterstreichen, dal es mindestens einen Gegenstand
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in ihm gibt. Also ist die Annahme, dafl die Formel den Wert £ anneh-
men kann, falsch. Also nimmt sie nur den Wert w an, also ist sie eine

Tautologie.
Ve P(z) D 3z P(x) V 3z ~ P(x) VVeQ

&

(0 (0 (10 6
1 1 n 1 n
s {0 £ f {0 7 f£f {7
"% Yo 9 Y4
1 1 n 1 1
1 \J_ \U I \l

Ve

Die Formel ist eine Tautologie.

Kommentar:

Wenn alle Zeilen gestrichen sind, ist der gesamte Individuenbereich
leer. Dies steht im Widerspruch zu einer der Grundvoraussetzungen der
klassischen Pradikatenlogik, dem nicht-leeren Individuenbereich. Daher
kann die Formel nicht den Wert £ annehmen und ist also eine Tautolo-
gie.

Ve P(x) A Jz Q(x) D Jz ( P(z) V. Q(x))
(N i fa (0N
U U U U U
1 0 1 1—6
W n Www ) 1 ff Fa) 11
\Y) 1 A 1 I
& & {11

Die Formel ist eine Tautologie.

Kommentar:

Im Antezedens der Formel hitte eine beliebige 1 unter QQ(z) unterstri-
chen werden miissen, um die Wahrheit der entsprechenden Existenz-
aussage darzustellen. Das hétte in jedem Fall zu einem Widerspruch
gefiihrt: Gestrichene Zeilen kénnen nicht widerspruchsfrei unterstrichen
werden. Die Formel ist jedoch schon deshalb eine Tautologie, weil alle
Zeilen gestrichen sind.

dx P(x) A Vo Q(z) D 3z ( P(z) A Q) )

(9 (9 0—f69
1 0 1 60
= f £
Y0 Y " )1 o Jo1
1 1 1 11
\J_ \J_ 1 \J_J_
dz P(z) A Vz Q(xz) D 3z ( Plx) A Q) )
(() (() 0 (00
1 6 1 60
W W W f f
0 1 0 01
1 1 o

\—

Die Formel ist eine Tautologie.
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Kommentar:
Nachdem die Streichungen vorgenommen worden sind, bleibt die Un-
terstreichung fiir das linke Konjunktionsglied des Antezedens. Beide
mogliche Unterstreichungen einer 1-Charakteristik (in der zweiten und
der vierten Zeile) fithren zum Widerspruch. Daher (und nur weil beide
zum Widerspruch fiihren) ist die Formel eine Tautologie.
Ve P(x) AV (P(x) D Q(x)) D Ve Q(z)

(

(N (N

/A 1 0N
U U 1 U U
1 t 6—0 0
W N W W A <1 1 f f <1
U U I 1 1
1 1 1 1 1
\ \ \

Die Formel ist eine Tautologie.
Kommentar:
Im Konsequens mufl eine der beiden 0-Charakteristika unterstrichen
werden, was in beiden moéglichen Fillen zum Widerspruch fiihrt.
Ve P(z) Adz (P(xz) D Q(x)) D 3z Q(x)
(

(N

\
]

N 1 N
U U Lr U U
1 1 0 0 0
W 4, WW A ey f f )
U U 1 1 1
1 1 1—1 1
\ \—= \=

Die Formel ist eine Tautologie.

Kommentar:

Beide Unterstreichungen sind insofern willkiirlich, als dafl auch ande-
re Vorkommen der 1 in den jeweiligen Spalten hitten gew#hlt werden
konnen. Jede Wahl fiihrt aber zu einem Widerspruch.

Jdx (P(z) D Q(z) ) A3dx (Q(z) D R(z) ) D Va ( P(x) A ~R(x) )

0 (L0 0 (L0 0 (01
1 |oo o |10 1 |11
0o |11 1 oo 0 o1
1 |11 1 oo 1 |11
oo Y10 "Y o0 Y11 YT Yoo
1 oo 0 |11 1 oo
o |11 LR 0o oo
1 (11 1|11 1 oo

Die Formel ist keine Tautologie.

Kommentar:

Eine Formel, in deren Charakteristika nichts gestrichen werden mu#,
kann offenbar keine Tautologie sein.
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Ve (P(x) D Q(z) ) AVe (Q(z) D R(z) ) D dx ( P(zx) A ~R(x))

0 (11 (10 (0 1

1 01 10 +—1

0 10 00 01

1 10 00 —1
oo Y11 YV Y11 ff 00

1 01 1 00

0 10 11 00

1 |10 (11 0 0

Die Formel ist keine Tautologie.
dz P(x) D ~ (Vx P(x) A ~Vz P(z) ) A Jz Q(z)

W ff w ww f f

dz P(z) D ~ (Vz P(x) AN ~Vz P(z) ) A Jz Q(z)
VO Vg 'Q (O
1 1 1 0

W L~ fw f , fwf N ftf <,
U U U 1

dz P(z) D ~ (Vx P(x) AN ~Vz P(z) ) A Jz Q(z)
(0 (0 (0 (0
1 1 1 0

W ~ fw w L, ffw N ftf <,
U U U I
1 1 1 1

Die Formel ist keine Tautologie.

Kommentar:

Es miissen drei Félle beriicksichtigt werden, die alle drei zum Wider-
spruch gefiihrt werden kénnen miissen, falls die Formel eine Tautologie

ist.
1.

Damit das Konsequens, eine Konjunktion, falsch wird, reicht die
Falschheit des linken Konjunktionsgliedes — der Negation — aus.
Unabhéngig vom Wahrheitswert des rechten Konjunktionsgliedes
JxQ(z) besteht ein Widerspruch. Also ist die Negation wahr und
das andere Konjunktionsglied muf falsch sein.

Wegen des Wahrheitswertes £ unter JzQ)(x) werden die letzten
beiden Zeilen gestrichen. Die negierte Formel, eine Konjunktion,
kann den Wert £ annehmen, weil Yo P(x) den Wert £ annimmt.
Nachdem alle Unterstreichungen vorgenommen worden sind, ergibt
sich kein Widerspruch. Die Formel ist keine Tautologie und der
Nachweis dafiir ist hier bereits erbracht. Der Vollstindigkeit halber
wird die dritte, verbleibende M&glichkeit ebenfalls aufgefiihrt:
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3. Wegen des Wahrheitswertes £ unter JxQ(x) werden die letzten
beiden Zeilen gestrichen. Die negierte Formel, eine Konjunktion,
nimmt den Wert £ an, weil ~VzP(z) den Wert £ annimmt. Nach-
dem alle Streichungen und Unterstreichungen vorgenommen wor-
den sind, ergibt sich kein Widerspruch. Die Formel ist keine Tau-
tologie.

Lésung 4.3.2:
In dieser Aufgabe kennzeichnen die schraffierten Flachen die Erfiillungsmen-
gen der entsprechenden Pridikate. Die Schraffur hat also die Funktion, eine

bestimmte Menge zu kennzeichnen — sagt jedoch nichts dariiber aus, ob diese
Bereiche des Universums leer oder nicht leer sind.

&7

4.3.2
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e) Zunidchst wird die Erfiillungsmenge des Hinterglieds der Subjunktion
gekennzeichnet:

Die Erfiillungsmenge der Negation des Vorderglieds der Subjunktion
wird folgendermaflen gekennzeichnet:

Die Subjunktion bezieht sich auf eine Erfiillungsmenge, die die Verei-
nigung der Erfiillungsmengen des Hintergliedes und der Negation des
Vordergliedes ist (wegen A D B = ~AV B):
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P S

f)
P /

Kommentar:

An den letzten beiden Aufgaben ist zu erkennen, dafl — wie auch zu erwarten
ist — Pradikate, die durch dquivalente logische Umformungen auseinander
entstehen, die gleichen Erfiillungsmengen haben.

Lo6sung 4.3.3:

a) ~P(x)N ~Q(x) N ~R(x)

b)  ~Q(x) A ~R(z)

c) Q(x) AN ~R(z) N ~P(x)

d) ~P(x)A~Q(z)A~R(z)VQ(x)N~R(x)\~P(x)VR(x)AN~Q(x)\~P(x)
oder einfacher ~(P(z)V Q(z) A R(z))

~P(x) N ~Q(xz) N ~R(z)V P(x) NR(z)V P(z) A ~Q(x) A ~R(x) oder
einfacher ~R(z) A ~Q(z)V R(z) A P(x)
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f) P(x) AR(x)V P(x) A ~Q(z) A ~R(z) VQ(z) AN ~R(z) N ~P(x)

g) ~(P(z)AR(z)V P(x)AQ(x)) bzw. dquivalent ~(P(z) A (Q(x)V R(x))
h) P(z)AQ(x) A ~R(zx)

Kommentar:

In allen Féllen gibt es weitere dquivalente Losungen.

L6sung 4.3.4:

Von dieser Stelle an &ndert sich die Funktion der Schraffur: Schraffierte
Fléchen zeigen an, dafl die entsprechenden Bereiche des Universums leer
sind. Mit Kreuzen wird das Vorhandensein von (mindestens) einem Element
im entsprechenden Bereich des Universums gekennzeichnet.

/L

a) Tautologie
VeP(x) D ~3Jz ~P(z)
W ffw

Kommentar:
Nehmen wir an, die Formel wire keine Tautologie. Dann wiirde es einen
Wertebereich so geben, dafl die Formel den Wert £ annimmt. Nach
aussagenlogischen Regeln miissen fiir diesen Wertebereich die Formeln
VzP(z) und 3z ~P(x) beide den Wert w annehmen. Das heifit, daf§ die
Erfiillungsmenge von ~P (alles, was auerhalb von P liegt) sowohl leer
(schraffiert) als auch nichtleer (mit einem Kreuz versehen) ist — dies ist
ein Widerspruch. Also gibt es keinen Wertebereich, fiir den die Formel
den Wert £ annimmt, also ist sie eine Tautologie.

b) Keine Tautologie
VzP(x) V Y ~P(x)
f f £

4.3.4
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Kommentar:

Es ist ein Wertebereich moglich, fiir den die Formel den Wert f an-
nimmt: Im Wertebereich miissen mindestens zwei Gegenstinde vorhan-
den sein, von denen einer die Eigenschaft P hat und der andere nicht.
Dann sind beide Allaussagen falsch und die Formel ebenfalls. Auf der
Grundlage dieser Uberlegung 158t sich leicht ein die Allgemeingiiltigkeit
widerlegendes Beispiel aus der natiirlichen Sprache finden und auch ein
Wertebereich konstruieren, fiir den die Formel allgemeingiiltig ist: In
einem Wertebereich mit nur einem Element ist sie eine Tautologie.
Tautologie

Ve (P(xz) A Q(x)) D VeP(x) V Ve Q(x)

W f £ f f

Kommentar:
Nehmen wir an, die Formel wire keine Tautologie. Dann muf} die erste
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Allaussage den Wert w und die beiden anderen miissen den Wert £ an-
nehmen. Wegen der Wahrheit der ersten Allaussage wird der gesamte
Wertebereich bis auf die Schnittmenge der beiden Pridikate schraffiert.
Die falschen Allaussagen verlangen Elemente auflerhalb des Erfiillungs-
bereiches von P beziehungsweise von (). Dies 1483t sich durch Kreuzen
von @ und ,auBerhalb von (P oder Q)“, von P und ,auflerhalb von (P
oder ), von P und von @ oder von ,auflerhalb von (P oder Q)“ allein
symbolisieren (wir haben deshalb die Kreuze geklammert). Alle diese
Bereiche sind jedoch schraffiert, dies fithrt zu einem Widerspruch.

d) Keine Tautologie
Vo (P(x)V Q(x)) D VaP(x) V VzQ(x)
W f £ f f

e) Keine Tautologie
Jx(P(z) D Q(x))D(3xP(z) D Jz2Q(z))
W fw f f
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f)  Tautologie
Ve(P(z)V Q(z)) D JzP(z) V VzQ(x)
W f £ f f

g) Keine Tautologie
Vz(P(z)V Q(x)) D VaP(x) A VzQ(x)
W f f
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(3)

Kommentar:
Unter der Voraussetzung, dafl das Hinterglied der Formel den Wert
f annimmt, gibt es drei mdgliche Kombinationen von Werten fiir die
allquantifizierten Pradikatformeln in der Konjunktion. Diese sind in den
Diagrammen (1), (2) und (3) dargestellt, in keinem Falle ergibt sich ein
Widerspruch. Die Uberpriifung hitte bereits nach Vorliegen des ersten
widerspruchsfreien Diagramms abgebrochen werden kénnen.

h) Tautologie
Ve(P(z)V Q(z)) D JzP(z) V Vz(Q(x) V ~P(z))
W f f f f

i) Keine Tautologie
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dx(P(z) V Q(z)) D JxP(x) A JzQ(x)
W f f
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\
Kommentar:

Die Konjunktion im Hinterglied der Formel kann auf dreierlei Weise
falsch werden, die moglichen Fille sind in den Diagrammen dargestellt.
Im ersten Fall ergibt sich ein Widerspruch: Die wahre Existenzaussage
im Vorderglied verlangt ein Kreuz innerhalb von P oder von (), diese
sind aber beide vollstindig schraffiert. Das ist durch die geklammerten
— also alternativen — Kreuze dargestellt. Es ist nicht korrekt, an dieser
Stelle das Entscheidungsverfahren abzubrechen und darauf zu schlieflen,
da die Formel eine Tautologie ist. Es handelt sich um ein indirektes
Beweisverfahren und es sind also alle Méglichkeiten zu priifen, die sich
aus dem hypothetischen Falschsetzen der Formel ergeben. Tatséchlich
fiihren die beiden anderen Fille nicht zum Widerspruch, die Formel
ist also keine Tautologie. Die Kreuze verweisen lediglich auf ein Ele-
ment in der Erfiillungsmenge, welches beiden wahren Existenzaussagen
geniigt. Selbstverstidndlich konnen in den entsprechenden Bereichen des
Universums mehrere Gegenstinde vorkommen.

4.3.5 Losung 4.3.5:

a)

Das erste Priadikat hat keine Erfiillungsmenge beziehungsweise — je
nach gewéhlter Definition — seine Erfiillungsmenge ist leer. Das zwei-
te Pradikat hat den gesamten Wertebereich, das ganze Universum zur
Erfiillungsmenge. Dies gilt unabhéngig von den konkreten Pridikaten P
und @, beziiglich der Erfiillungsmengen sind alle so zusammengesetzten
Priadikate untereinander gleich. Solche Priadikate spielen intuitiv eine
besondere Rolle, weil sie die gefiihlsmifig bei allen Pradikaten erwarte-
te Funktion nicht erfiillen, den Gegenstandsbereich in zwei Bereiche zu
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unterteilen — wobei der erste die Gegenstéinde enthélt, die die entspre-
chende Eigenschaft haben, der zweite aus den Gegensténden besteht,
auf die diese Eigenschaft nicht zutrifft.

256

Kommentar:

Ein Wertebereich wird durch n Pridikate in 2" verschiedene Flichen
aufgeteilt (fiir ein Pridikat ist das offensichtlich, gilt das fiir n Pridi-
kate so kann ein Pridikat dadurch hinzugefiigt werden, daf} jede der
2" Flachen in jeweils eine mit zutreffendem und eine mit nicht zutref-
fendem neuen Pridikat geteilt wird — damit werden es 2 - 27 = 27!
Fliachen). Ein zusammengesetztes Pradikat entsteht durch die Zuschrei-
bung des Wertes erfiillt/nicht erfillt zu den verschiedenen Flichen in
beliebiger Kombination, damit gibt es 22" unterschiedliche Priidikate
einschliefllich des kontradiktorischen und des tautologischen (vgl. a)).
Jede Zeile in der Wertetabelle steht fiir einen Erfiillungsbereich im
Venn-Diagramm, wobei die Aussagenvariablen den Pradikatformeln ent-
sprechen und die Aussagenvariable genau dann den Wert w hat, wenn
die Erfiillungsmenge des Préddikats gemeint ist, und genau dann den
Wert £ hat, wenn deren Komplementmenge gemeint ist. Die Anzahl der
bildbaren verschiedenen zusammengesetzten Pridikate aus n Grund-
priadikaten entspricht damit der Anzahl der moéglichen verschiedenen
aussagenlogischen Funktionen mit n Argumenten (Aussagenvariablen).
Aus den Wertetabellen lassen sich konjunktive und adjunktive Normal-
formen der entsprechenden Formel direkt ablesen (beachten Sie aber die
Sonderfille Tautologie und Kontradiktion). Es sei ¢ die Zeilennummer in
einer gegebenen Wertetabelle mit n Aussagenvariablen ay,...,a, und
&;- sei aj, wenn a; in der Zeile ¢ den Wert w zugeschrieben wurde, an-
sonsten ~a;. Mit dem zusétzlichen Index w (£) werden alle Belegungen
(Zeilen) gekennzeichnet, bei denen die Formel den entsprechenden Wert
annimmt. Dann ist (& A...AGY) V...V (a{"A. .. AGE") (fiir alle i, k, . ..
fiir die die Formel den Wert w annimmt) eine adjunktive Normalform
und (@ V... V@) AL A @V .o vakt) (fiir alle ik, . .. fiir die die
Formel den Wert £ annimmt) eine konjunktive Normalform.

Die adjunktive Normalform 148t sich leicht in ein Venn—-Diagramm iiber-
tragen, indem die Adjunktionsglieder als Schnittmengen der entspre-
chenden Erfiillungsmengen betrachtet und nacheinander gekennzeich-
net werden. Die gesamte gekennzeichnete Fliche entspricht dann dem
durch die Normalform ausgedriickten komplexen Pridikat. Umgekehrt
148t sich auf diese Weise auch eine adjunktive Normalform direkt aus
dem Venn-Diagramm ablesen.
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Lo6sung 4.3.6:

a) Tautologie
b) Keine Tautologie
¢) Tautologie
d) Tautologie
e) Tautologie
f) Keine Tautologie
g) Tautologie
h) Tautologie
i) Keine Tautologie
j)  Tautologie
k) Tautologie
1)  Tautologie

m) Tautologie
n) Keine Tautologie
o) Tautologie

4.4 Richtig oder falsch?

(Lésungen ab Seite 170)
Aufgabe 4.4.1:

a) Alle aussagenlogischen Tautologien sind, soweit sie priadikatenlogische
Formeln sind, pradikatenlogische Tautologien.

b) Eine Formel, die in einem Wertebereich mit genau einem Element fiir
jede Interpretation den Wert w annimmt, mufl auch in einem Wertebe-
reich mit unendlich vielen Elementen fiir jede Interpretation den Wert
w annehmen.

c) Da die Pridikatenlogik nicht entscheidbar ist, kann man fiir keine For-
mel genau wissen, ob sie eine Tautologie ist oder nicht.



Kapitel 5

Natiirliches Schlief3len in der
Pradikatenlogik

5.1 Pradikatenlogik ohne Identitéit

(Lésungen ab Seite 112)

toren:
ViA
A/ 7)
A
ViA
A(i / j)
FiA
diA

Zu den auf Seite 55 angegebenen Schlufiregeln verwenden wir zusétz-
lich die folgenden Regeln zur Einfithrung und Beseitigung der Quan-

(7 ist eine beliebige Individuenvariable oder In-
dividuenkonstante)

(7 ist eine Individuenvariable, die nicht frei in
den Annahmeformeln vorkommen darf)

(7 ist eine beliebige Individuenvariable oder In-
dividuenkonstante)

(k ist eine bisher im Beweis nicht verwendete
Individuenkonstante, die Indizes sind alle von
1 verschiedenen freien Individuenvariablen aus
A — sie werden als freie Variablen betrachtet,
die nicht durch den Allquantor gebunden werden
diirfen)

111
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Losung

5.1.1
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Das Symbol A(i/7) stellt die Formel dar, die man erhilt, wenn man
in A die Individuenvariable ¢ an allen Stellen durch den Ausdruck
J ersetzt, an denen i frei vorkommt. Dabei darf j keine freie Varia-
ble erhalten, die sich nach der Ersetzung im Wirkungsbereich eines
Quantors befindet, der sie bindet.

In den Beweisen wird mit den Abkiirzungen fiir Beseitigung bezie-

hungsweise Einfiihrung und dem Zeichen des entsprechenden Quan-
tors auf diese Regeln Bezug genommen.

Aufgabe 5.1.1:
Beweisen Sie folgende Theoreme im System des natiirlichen Schlielens:
Ve (P(z) D Q(x)) D (VxP(x) D VaQ(z))

JxP(z) DO~ Vo ~ P(x)

Va(P(r) = Q(x)) > Ya(P(z) > Q(x))

VeP(z) A JzQ(z) D Jz(P(x) vV Q(x))

JxVyR(z,y) D VyzR(z,y)

Vz(P(x) D Q(z)) D (~32Q(z) D ~JzP(x))

~VzP(z) D Jx ~P(x)

~Vz ~P(x) D JxP(x)

VaVy(R(z,y) V R(y,z)) D Ve R(z, x)

Vz(P(x) D Q(z)) D (FxP(x) D FzQ(x))

VedzP(x,z) AVz3zQ(x, z) D Vaedz(P(z, z) V Q(x, 2))

dz(P(x) V Q(z)) D ~Vz~P(x)V IzQ(x)

dz ~R(z,x) D Jxdy ~R(z,y) A JxJy ~R(y, =)

SRR

\/\_/\-/\-/\Q‘/\-/\ N

R RN = s R

g

Lo6sung 5.1.1:

a)

A

L6sungen

Ve(P(z) D Q(z)) A.d.B.

Ve P(x)

A.d.B.

P(z) D Q(x) BY 1

P(z)
Q(z)
VQ(x)

BY 2
AR 3,4
EY 5
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b)

1 JzP(x) A.d.B.
2.  Vz~P(x) A.di.B.
3. P(a) B3a1
4 ~P(a) BY 2
Wdspr. 3, 4
Kommentar:

Wie es schon in der Aussagenlogik iiblich war, so wurde auch hier bei
der Annahme des indirekten Beweises die doppelte Negation weggelas-
sen.

Beachten Sie die Reihenfolge, in der die Quantoren beseitigt worden
sind. Vorzeitiges Beseitigen des Allquantors in 2. verhindert die Moglich-
keit, den Existenzquantor in 1. auf dieselbe Konstante zu beseitigen. Ein
Widerspruch ergibt sich dann nicht.

1. Vz(P(z)=Q(x)) A.d.B.
2. P(z) = Qz) BY 1
3. P(z) D> Qx) BB 2
4. Vz(P(z) D Q(z)) EV 3
1.  VzP(z)AJzQ(z) A.d.B.
2.  VaP(x) BK 1
3.  P() BY 2
4. P(z)VQ(x) EA 3
5. Jz(P(z) Vv Q(x)) EJ 4
1. JzVyR(z,y) A.d.B.
2.  VyR(a,y) B31
3.  R(a,y) BV 2
4. JzR(x,y) E33
5. Vy3zR(z,y) EV 4
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1. Vz(P(z) D Q(z))
2. ~JzQ(x)
3.  JxP(x)
4.  P(a)
5. P(a) D Q(a)
6.  Qa)
7. JzQ(x)
Wdspr. 2, 7
1. ~VzP(x)
2. ~Jx ~P(x)
2.1. ~P(x)
2.2, dz~P(x)
3. ~P(x) D dz ~P(z)
4. ~~P(z)
5. P(z)
6 VzP(x)
Wdspr. 1, 6
Kommentar:

A.d.B.
A.d.B.
A.diB.
BY 3
BY 1
AR 4,5
E3 6

A.d.B.
A.di.B.
z.A.

E3d 2.1
RI21 D22
Th. 2, 3
Th. 4

EV 5

Das in Zeile 4 verwendete Theorem ist (A D B) D (~B D ~A), in Zeile
fiinf wurde die doppelte Negation beseitigt. Beide Theoreme wurden in

Aufgabe 3.2.1 in diesem Buch bewiesen.

~x ~P(zx)
Jx ~~P(x)
~~P(a)
P(a)
dxP(x)

ANl

Kommentar:

A.d.B.
Th. 1
B3 2
Th. 3
E4

Das in Zeile 2 verwendete Theorem wurde unter g) bewiesen.

VaVy(R(z,y) V R(y, x))
Vy(R(z,y) V Ry, x))
R(z,z)V R(z,x)
R(z,z)

VeR(z,x)

Ok L=

A.d.B.
BY 1
BY 2
3

EV 4
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1. Vz(P(z) D Q(z)) A.d.B.
2. JzP(x) A.d.B.
3.  Pf(a) B3 2
4.  P(a) D Q(a) BV 1
5. Qfa) AR 3,4
6. JzQ(x) E35
1. Vz3zP(z,2) A.d.B.
2. Vz3zQ(z,z) A.d.B.
3.  JzP(z,z2) BV 1
4. P(z,ay) B33
5. P(z,a;)VQ(z,ay) EA 4
6. Jz(P(z,2)VQ(z,2) E3 5
7. Vz3z(P(z,z)V Q(z,=2) EV 6
1.  Fz(P(z)VQ(x)) A.d.B.
2.  P(a)VQa) B31
2.1. Q(a) z.A.
2.2, FzQ(x) E31.1
2.3. ~Vzx~P(z)VIzQ(x) EA 1.2
3.1. P(a) z.A.
3.2. JxP(x) E3J 2.1
3.3. ~Vz~P(z) Th. 3.2
3.4. ~Nzx~P(z)VIzQ(z) EA 2.3
4. ~Vz ~P(z)V 3zQ(x) RIII

Kommentar:

Die gewihlte Art der Numerierung fithrt dazu, dafl keine (einfach)
numerierte Beweiszeile mit der Nummer 3 auftritt. Das ist kein
Problem, solange die lineare Struktur des Beweises erhalten bleibt.
Das in Zeile 3.3 verwendete Theorem (zP(z) O ~Vx ~P(x)) wur-
de unter b) bewiesen.
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m) 1. dz~R(z,x) A.d.B.
2. ~R(a,a) B31
3.  Jdy~R(a,y) E3 2
4. dz3y ~R(z,y) E3 3
5. Jy~R(y,a) E3 2
6. Jedy~R(y,x) E35
7. daxdy~R(x,y) A Jxdy ~R(y, x) EK 4, 6
Kommentar:

Im dritten Schritt beachte man, dafl die Einfiihrungsregel fiir den Exi-
stenzquantor so formuliert ist, dafl beim mehrmaligen Vorkommen der-
selben Individuenkonstanten bei der Anwendung von FE3 nicht alle
durch die entsprechende Individuenvariable ersetzt werden miissen.
Weiterhin ist es natiirlich moglich (wie in Schritt 5) auf dieselbe Zeile
mehrmals und unterschiedlich £3 anzuwenden.

5.2 Abgeleitete Schlufiregeln

(Lésungen ab Seite 117)

Aufgabe 5.2.1:
Nennen Sie Theoreme, mit welchen die Giiltigkeit der folgenden abgeleiteten
Schluflregeln begriindet werden kénnen:
a) Vi(A=B)
ViA
ViB
b) Vi(AV B)
~JiA
ViB

Aufgabe 5.2.2:

Formulieren Sie alle abgeleiteten Schlufliregeln, die sich aufgrund folgender
Theoreme ergeben:

a) VaVy(R(z,y) V R(y,z)) D VaR(z, x)

b) Vz(P(x) D Q(z)) D (VaP(x) D VzQ(z))

c) ~Ax(z=yAz#y)
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Loésungen

Losung 5.2.1:

a) Vz(P(x)=Q(z)) D (VaP(z) D VzQ(x))

b) Vz(P(zx)V Q(z)) D (~3zP(z) D VzQ(x))

Kommentar:

Beachten Sie, dafl nach Theoremen und nicht nach Theoremschemata ge-
fragt ist. Prinzipiell sind auch andere Einsetzungen fiir die Metazeichen fiir
Formeln und Individuenvariablen moglich. Auflerdem kann wegen der (aus-
sagenlogisch) giiltigen Importations- und Exportationsregeln auch folgende
Formulierung verwendet werden:

a) Vaz(P(x) = Q(z)) AVxP(x) D VeQ(x)

b) Va(P(x)V Q(z)) N ~FzP(x) D VxQ(x)

Losung 5.2.2:

a)  ViVj(A®,§) V A(4,1))

ViA(i, 1)
b) Vi(A D B) Vi(A D B)
ViA ViA D ViB
ViB
c) -
Kommentar:

Die Formel enthilt keine Subjunktion als Hauptoperator. Daher gibt
es keine entsprechende Schlufiregel (bei passenden Definitionen kann
hochstens aus der leeren Menge von Pramissen auf ein entsprechendes
tautologisches Formelschema geschlossen werden).

Losung

0.2.1

5.2.2
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5.3 Priadikatenlogik mit Identitit

(Lésungen ab Seite 119)

In diesem Abschnitt wird das System des Natiirlichen Schlielens fiir
die Pridikatenlogik mit den oben angegebenen Regeln (vgl. Seite
111 ) vorausgesetzt, welches durch die folgenden beiden Prinzipien
erganzt wird:

(A1) r=c
(ERI) i1 = i
4
Alix / i9]

wobei die ¢; Individuenvariablen oder -konstanten sind und A[é; / is]
durch Substitution der freien Individuenvariablen oder Individuen-
konstanten i; an 0 oder mehr Stellen ihres Vorkommens durch 49
aus A entsteht, falls 41 nicht im Wirkungsbereich eines i5 bindenden
Quantors ist.

Aus Griinden der Ubersichtlichkeit wird bisweilen um Ausdriicke
der Form ¢ = j eine Klammer gesetzt.

>>>  Aufgabe 5.3.1:
Beweisen Sie folgende Theoreme im System des natiirlichen Schlielens der
Pradikatenlogik mit Identitét:

a) Jy(y =z AP(y)) D P(x)

b) P(x) A ~P(y) D ~(z =y)

c) VYy(ly=z>D P(y)) D P(x)

d) VaVy(z=y) D Iz(z =a)

e) ~Vy~(y=zA ~P(y)) D ~P(z)

f) VaVy(z =y D (P(z) D Q(y))) D Va(P(x) D Q(x)).
g) P(x) DVyly=x> P(y))

h) IyWVz(z=y) D (VeP(z) VVx ~P(z)

)
Va(P(x) D Q(x)) D Vavy(z =y O (P(x) D Q(y))).

—
~—
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Loésungen

Losung 5.3.1:

2)

U L=

Ll

Jy(y =z A P(y))
(az =z A P(ay)

T=y
P(y)

Wdspr. 2, 4

c) 1.

2.
3.
4

o=

ST

Vy(y =2 D P(y))
z=2xD P(x)

P(x)

VaVy(z = y)
Vy(z =y)
Jz(z = a)

~Vy~(y =z A ~P(y))
Fy(y ==z A ~P(y))
ag =x N ~P(ay)
jp—(aw)

~P(z)

Kommentar:
Das benutzte Theorem wurde in Aufgabe 5.1.1 bewiesen.

A.d.B.
B3 1
BK 2
BK 2
ERI 3, 4

A.d.B.
A.d.B.
A.d.iB.
ERI 1, 3

A.d.B.
BV 1
Axiom

AR 2,3

A.d.B.
BY 1
BY 2
E33

A.d.B.
Th. 1
B3 2
BK 3
BK 3
ERI4, 5

119
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9.3.1
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f) 1. VaVy(z=yD (P(z) D Qy))) A.d.B.
2. xz=zD(Px)DQ(x)) 2xBV 1
3. == Axiom
4.  P(z) D Q(z) AR 2,3
5. Va(P(r) > Q) BV 4
g) 1. P(x) A.d.B.
1.1. y== z.A.
1.2. P(y) ERI 1, 1.1
2. y=z>2Py) RI
3. VYyly==z> P(y)) EV
h) 1. JyVe(z=y) A.d.B.
2. ~(VzP(z)V Vz ~P(z)) A.diB.
3. Vz(x=a) B3 1
4. ~NzP(x) N ~Nx~P(x) DeMorgan 2
5. ~VzP(x) BK 4
6. ~Nz ~P(x) BK 4
7. dx~P(x) Th. 5
8.  JxP(x) Th. 6
9. P(b) B3 8
10. ~P(c) B3 7
11. b=a BY 3
12.  P(a) ERI 9, 11
13. c=a BY 3
14. ~P(a) ERI 10, 13
Wdspr. 12, 14
Kommentar:

In Zeile 4 wird die DeMorgansche Regel ~(AV B) O ~A A ~B ver-
wendet. Das entsprechende Theorem wurde im Kapitel iiber natiirliches
Schlieflen in der Aussagenlogik bewiesen. Der Beweis der Theoreme, die
in den Zeilen 7 und 8 verwendet wurden, findet sich in Aufgabe 5.1.1.
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i) 1. Vz(P(z) D Q(z)) A.d.B.
2. ~VaVy(x =y D (P(x) D Q(y)) A.di.B.
3. Jdz~Vylzx=y D (P(z) DQy)) Th. 2
4. ~Vyla=y D (Pla) D Qy)) B33
5.  Jy(x =y AP(x) N ~Q(y)) Th. 4
6. a=bAP(a)N~Q(b) B35
7. P(a) D Q(a) BV 1
8. Pla) BK 6
9. a= BK 6
0. ~Q(b) BK 6
11. Q(a) AR 7,8
12.  Q(b) ERI 9, 11

Widerspruch in 10 und 12

Kommentar:

In diesem Beweis wurden einige Schritte zusammengefafit. Ein kurzer
direkter Beweis der Formel 143t sich leicht erhalten, wenn zunéchst z =
y und dann (dreifach numeriert) P(z) als zusétzliche Annahmen (zum
Hinzufiigen einer Subjunktion) verwendet werden.

Das in den Zeilen 3 und 5 verwendete Theorem wurde in Aufgabe 5.1.1
bewiesen.

5.4 Natiirliches Schlieflen und natiirliche Sprache

(Lésungen ab Seite 122)
Aufgabe 5.4.1:

a) Zeigen Sie die Giiltigkeit des Satzes: ,Wenn Adam téglich ins Kino geht
und manchmal an einer Tankstelle aushilft, dann gibt es Tage, an denen
er ins Kino geht und an einer Tankstelle aushilft.“

b) Zeigen Sie die Giiltigkeit des Satzes: ,Wenn es einen Studenten gibt,
der mindestens so reich ist wie jeder Student, dann gibt es fiir jeden
Studenten einen Studenten, der mindestens genauso reich ist wie er
selbst.“

¢) Man schenkt Thnen eine Zauberbérse mit folgender Eigenschaft: Wann
immer eine Miinze in der Borse ist, ist es ein Markstiick. (Stecken Sie
dort kein Filinfmarkstiick rein!) Zeigen Sie, dafl unter dieser Vorausset-
zung das Vorkommen von Miinzen in der Boérse das Vorkommen von
Markstiicken impliziert.

144
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>>>  Aufgabe 5.4.2:

Welche der folgenden Schliisse sind korrekt und welche nicht? (vgl. [3], S.

T41t.)

a) Fische sind Wirbeltiere, die durch Kiemen atmen. Der Karpfen ist ein
Wirbeltier, das durch Kiemen atmet. Also ist der Karpfen ein Fisch.

b) Die Winkelsumme jedes Dreiecks betrigt 180 Grad. Die geometrische
Figur a hat nicht die Winkelsumme 180 Grad. Also ist a kein Dreieck.

c) Alle Siugetiere atmen durch Lungen. Wale atmen durch Lungen. Des-
halb sind Wale Saugetiere.

Losung Lésungen

5.4.1 Losung 5.4.1:

a) Im Individuenbereich der Tage benutzen wir die einstelligen Pridikate
P(...) - ,Adam geht an ...ins Kino“ und Q(...) —*‘Adam hilft an ...an
einer Tankstelle aus“. Die Aussage lautet formalisiert also:

VeP(z) A JzQ(z) D Fx(P(x) A Q(x))
Beweis im System des natiirlichen Schlieflens:

1. VzP(z) A.d.B.
2. JzQ(x) A.d.B.
3. Qa) B3 2.

4. P(a) BY 1.

5. Pla) ANQ(a EK 3./4.
6. Jz(P(x) AQ(x)) E3 5.

Damit ist der Satz bewiesen.
! Kommentar:

Dafl Adam (an dem Tag) ins Kino geht, ist hier als Eigenschaft von
Tagen aufgefafit. Das mag auf den ersten Blick ungewohnlich klingen,
jedoch kann leicht gezeigt werden, daf} sich die Tage der letzten Woche
in solche unterteilen lassen, die die Eigenschaft haben, dal der Leser
im Kino war, und in solche, die diese Eigenschaft nicht haben. Man
konnte eine komplexe Eigenschaft bilden: ,,ein solcher Tag zu sein, an
dem Adam ins Kino geht®.

b) Im Individuenbereich der Studenten benutzen wir das zweistellige Pradi-
kat P(...,...) —...ist mindestens so reich wie ...“. Die Aussage lautet
dann formalisiert:

JaVyP(x,y) D VaIyP(y,x)
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Beweis im System des natiirlichen Schlieflens:

1. JzVyP(x,y) A.d.B.
2. VyP(a,y) B3 1.
3. Pa,z) BV 2.
4. JyP(y,z) E3 3.
5. Vz3yP(y,x) EV 4.

Im Individuenbereich der Miinzen benutzen wir die folgenden Pridikate:
P(...) —"...befindet sich in der Bérse“ und Q(...) —,,...1ist Markstiick“.
Es ist also zu zeigen:

Va(P(z) D Q(z)) D (FzP(x) D FzQ(z))

Beweis im System des natiirlichen Schlieflens:

1. Vz(P(z) D Q(z)) A.d.B.
2. JzP(x) A.d.B.
3. P(a) B4, 2.

4. P(a) D Q(a) Bv, 1.

5. Q(a) AR, 4.,3.
6. JzQ(x) E3, 5.
Kommentar:

Beachten Sie, daf8 die Reihenfolge der Beseitigungen wesentlich ist: Sie
sollten den Allquantor nicht vor dem FExistenzquantor beseitigen, da
dieser eine neue (im Beweis noch nicht verwendete) Konstante verlangt.
Wiirde man némlich zuerst den Allquantor beseitigen und P(a) D @Q(a)
erhalten, bekime man durch B3 nicht mehr P(a), sondern nur z.B.
P(b), was nicht weiterfiithren wiirde.

L6sung 5.4.2:

a)

Der Schluf} ist nicht korrekt, wenn auch die gefolgerte Aussage wahr
ist. Formalisieren wir die Aussage mit folgenden Préadikaten: F(...) —
»- - -ist Fisch®, K(...) —*...ist Karpfen“ und W(...) —,,...ist Wirbeltier,
das durch Kiemen atmet®. Die verwendete anzunehmende Schlufiregel
wire diese:

Va(F(x) D W(z))
V(K (z) D W(x))
Vo (K(z) D F(x))

Die der scheinbaren Schlufiregel zugrundeliegende Formel ist aber kein
Theorem: Va(F(z) D W(x)) AVa(K(x) D W(x)) D Va(K(z) D F(z))
ist nicht beweisbar.

Man kann leicht mit einem der bekannten Entscheidungsverfahren zei-

5.4.2
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gen, dafl die Formel keine Tautologie ist. Wegen der Widerspruchsfrei-
heit der Pradikatenlogik folgt die Unbeweisbarkeit der Aussage.
Kommentar:

Der Verweis auf die Widerspruchsfreiheit bezieht sich auf:

Satz 4 Alle Theoreme des natirlichen Schlieflens der Prddikatenlogik
sind quantorenlogische Tautologien.

Damit ist klar, dafl Nicht—Tautologien nicht beweisbar sind.

Wenn man sich den fraglichen Schluf} folgendermaflen aufschreibt, dann
wird noch deutlicher, dafl er nicht funktioniert:

Alle F sind W Alle Hunde sind Wirbeltiere

Alle K sind W Alle Katzen sind Wirbeltiere

Alle K sind F Alle Katzen sind Hunde

Dieser Schluf} ist korrekt. Wir verwenden folgende Priadikate und Kon-
stanten: W (...) — ...ist eine geometrische Figur, deren Winkelsumme

180 Grad betrdgt®, D(...) —...ist Dreieck” und a —‘die geometrische
Figur a“. Die verwendete Schlufliregel ist diese:
Vz(D(x) D W(x))

~W (a)

~D(a)
Das zugrundeliegende Theorem (Vz(D(x) D W (z) A ~W(a) D ~D(a))
wird im System des natiirlichen Schlieflens wie folgt bewiesen:

1.  Vaz(D(z) D W(x)) A.d.B.
2. ~W(a) A.dB.
3.  D(a) D W(a) BV 1.
4. ~D(a) 2., 3.

Dieser Schluf hat die gleiche Form, wie Schluf a) und ist daher ebenfalls
nicht korrekt.

5.5 Richtig oder falsch?

(Lésungen ab Seite 170)

Aufgabe 5.5.1:

Die Einfiihrungsregel des Allquantors erlaubt es, beliebige Formeln be-
ziliglich beliebiger Variablen zu generalisieren.

Wenn es kein weifles Pferd gibt, dann ist alles nicht-weifl oder es gibt
keine Pferde.
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c)

Nach der Einsetzungsregel fiir Identititen 148t sich schlieflen: Aus ,,Es
ist eine mathematische Tatsache, dal 9 > 7“ und ,,Die Anzahl der Pla-
neten im Sonnensystem ist 9“ folgt ,,Es ist eine mathematische Tatsache,
daf3 die Anzahl der Planeten im Sonnensystem gofer als 7 ist®.






Kapitel 6

Traditionelle Logik

6.1

Das logische Quadrat und direkte Schliisse

(Lésungen ab Seite 128)

Aufgabe 6.1.1:
Bestimmen Sie, soweit moglich, die fehlenden Wahrheitswerte der Sitze und
begriinden Sie am logischen Quadrat:

a) 1.
2.
3.
4.
b) 1.
2.
3.
4.
c) 1.
2.
3.
4.
d) 1.
2.
3.

W

Alle Kreter sind Liigner. — Dieser Satz sei wahr.
Einige Kreter sind Liigner.

Kein Kreter ist Liigner.

Einige Kreter sind keine Liigner.

Einige Gértner sind Mdérder. — Dieser Satz sei wahr.
Einige Gértner sind keine Mérder.

Alle Gértner sind Morder.

Kein Gértner ist ein Morder.

Alle Politiker sind ehrlich. — Dieser Satz sei falsch.
FEinige Politiker sind ehrlich.

Einige Politiker sind nicht ehrlich.

Kein Politiker ist ehrlich.

Einige Menschen sind nicht fehlbar. — Dieser Satz sei falsch.
Alle Menschen sind fehlbar.

Einige Menschen sind fehlbar.

. Kein Mensch ist fehlbar.

Aufgabe 6.1.2:

Direkte Schliisse: Bilden Sie alle moglichen Schluffolgerungen aus folgenden
Sitzen durch Konversion, Obversion (auch Aquipollenz genannt), Kontra-
position und Opposition (auch Inversion genannt)!

127
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Alle Heiligen sind barmherzig.

Kein Mértyrer ist lebendig.

Finige Primzahlen sind gerade.
Einige Gerechte sind keine Juristen.

L8

>>>  Aufgabe 6.1.3:
Bestimmen Sie, soweit moglich, die fehlenden Wahrheitswerte der Sétze
und begriinden Sie am logischen Quadrat oder mit den Regeln fiir direk-
te Schliisse:

a)

—_

. Kein Atheist ist fromm. — Dieser Satz sei wahr.

. Einige Atheisten sind nicht fromm.

. Einige Nicht-Fromme sind keine Theisten (Nicht-Atheisten).
. Einige Theisten sind nicht fromm.

. Kein Frommer ist Atheist.

. Einige Kriege sind gerecht. — Dieser Satz sei falsch.

. Kein Krieg ist gerecht.

. Alle Kriege sind gerecht.

. Einige Kriege sind nicht ungerecht.

. Einige Kriege sind nicht gerecht.

. Miiliggang ist aller Laster Anfang. — Dieser Satz sei wahr.

. Miifliggang ist einiger Laster Anfang.

. Einiger Laster Anfang ist nicht Miiliggang.

. Kein Laster fingt ohne Miiliggang an.

. Einige Philosophen sind keine Literaten. — Dieser Satz sei wahr.
. Einige Nicht-Literaten sind keine Nicht-Philosophen.

. Kein Literat ist ein Philosoph.

. Kein Nicht-Philosoph ist ein Literat.

. Alle Philosophen sind Literaten.

U QO N o W O R QN O WN

Losung L6ésungen

6.1.1 Losung 6.1.1:

a) 2 ist wahr (subaltern zu 1)
3 ist falsch (kontrér zu 1)
4 ist falsch (kontradiktorisch zu 1)

b) 4 ist falsch (kontradiktorisch zu 1), iiber die Wahrheitswerte von 2 und
3 kann man nichts sagen.
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Kommentar:

2 ist subkontrir zu 1, kann also auch wahr sein, muf} aber nicht. Zu 3 ist
1 subaltern, von der Wahrheit von 3 kénnte man also auf die Wahrheit
von 1 schlieflen, nicht aber umgekehrt.

3 ist wahr (kontradiktorisch zu 1), wihrend die Wahrheitswerte von 2
und 4 nicht zu bestimmen sind.

Kommentar:

2 ist subaltern zu 1 und in dem Fall konnte man nur schliefen, wenn
1 wahr wire. 4 ist kontrér zu 1, kontrare Aussagen kénnen nicht beide
wahr, sehr wohl aber beide falsch sein.

2 ist wahr (kontradiktorisch zu 1)

3 ist wahr (subaltern zu 2 und subkontrir zu 1)

4 ist falsch (kontradiktorisch zu 3 und kontrir zu 2)

Losung 6.1.2:

a)

Konversion (durch Limitation): Einige Barmherzige sind Heilige.
Obversion: Kein Heiliger ist unbarmherzig.

Kontraposition: Alle Unbarmherzigen sind keine Heiligen.

Opposition: Einige Nicht-Heilige sind unbarmherzig.

Kommentar:

Der Schlufl durch Konversion auf ,,Alle Barmherzige sind Heilige* ist
nicht giiltig. Wenn man jedoch im Konversen das ,,Alle“ durch , Einige“
ersetzt (Limitation), gilt der Schlufl. Im Gegensatz zu den ohne Limi-
tation giiltigen Regeln gilt er jedoch nicht in beide Richtungen, man
kann also nicht von , Einige Barmherzige sind Heilige“ zuriick auf ,,Alle
Heiligen sind barmherzig“ schlieflen.

Der Schlufl durch Opposition ist offenbar nur giiltig, wenn ,,barmherzig“
nicht alle Gegenstidnde umfafit. Nur dann ist ,,unbarmherzig“ nichtleer
und es gibt unbarmherzige Gegenstinde, die natiirlich keine Heiligen
sein kénnen. In der traditionellen Logik wird grundsétzlich mit nichtlee-
ren Termini gearbeitet, sonst wiren viele ihrer Gesetze (so auch einige
Syllogismen) nicht giiltig.

Konwversion: Kein Lebender ist Martyrer.

Obversion: Alle Mértyrer sind tot (nicht-lebendig).

Kontraposition (durch Limitation): Einige Tote (Nicht-Lebendige) sind
nicht Nicht-Méartyrer.

Opposition: Einige Nicht-Méartyrer sind nicht tot.

Konversion: Einige gerade Zahlen sind Primzahlen.

Obversion: Einige Primzahlen sind nicht ungerade.

Kontraposition und Opposition: (nicht giiltig)

6.1.2
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Konwversion: (nicht giiltig)

Obversion: Einige Gerechte sind Nicht-Juristen.
Kontraposition: Einige Nicht-Juristen sind nicht Ungerechte.
Opposition: (nicht giiltig)

Lésung 6.1.3:

a)

2 ist wahr (subaltern zu 1)

3 ist wahr (durch Kontraposition aus 1)
4 ist nicht zu bestimmen

5 ist wahr (durch Konversion aus 1)

2 ist wahr (kontradiktorisch zu 1)

3 ist falsch (kontrér zu 2)

4 ist falsch (durch Obversion aus 1)

5 ist wahr (subkontrir zu 1)

2 ist wahr (subaltern zu 1)

3 ist falsch (kontradiktorisch zu 1)

4 ist wahr (durch Obversion aus 1)
Kommentar:

In der Standardform miifite Satz 4 folgendermafien lauten: ,, Keines La-
sters Anfang ist Nicht-Miifliggang®.

2 ist wahr (durch Kontraposition aus 1)
3 ist nicht zu bestimmen

4 ist nicht zu bestimmen

5 ist falsch (kontradiktorisch zu 1)

6.2 Syllogistik

(Losungen ab Seite 132)

Aufgabe 6.2.1:
Welche Folgerungen kann man aus folgenden Primissen ziehen? Geben Sie
Modus und Figur der verwendeten Syllogismen an!

Kein Hund ist unsterblich. Alle Dackel sind Hunde.

Alle antiken Philosophen sind tot. Einige Professoren der Philosophie
leben noch.

Alle Brandstifter sind Pyromanen. Kein Pyromane ist Feuerwehrmann.
Alle Moralisten sind inkonsequent in ihrem Handeln. Einige Moralisten
sind Vorbilder.

Kein Gorilla ist ein verwunschener Prinz. Alle Frésche sind verwunsche-
ne Prinzen.
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Kein Schwan ist ein Entlein. Einige Entlein sind ha8lich.

Alle Schwéne sind Vogel. Alle Entlein sind Vogel.

Kein Bauhaus-Fan ist ein Liebhaber von antiken Mobelstiicken. Einige
Holzwiirmer sind Liebhaber von antiken Mobelstiicken.

Aufgabe 6.2.2:

Ein giiltiger Syllogismus muf} folgenden Regeln geniigen:

1. Der Mittelterm mufl mindestens in einer Pridmisse universell
(im vollen Umfang) genommen sein bzw. distribuiert sein.

2. Wenn ein Terminus in der Konklusion universell genommen ist,
muf} er in einer Prdmisse universell genommen sein.

3. Mindestens eine Pramisse muf} affirmativ sein.

4. Wenn die Konklusion negativ ist, mufl eine Pramisse negativ
sein.

5. Wenn eine der Pramissen negativ ist, mufl die Konklusion ne-
gativ sein.

a)

b)

d)

Welche der Regeln werden in den folgenden Syllogismen verletzt?

Einige Menschen sind Wissenschaftler. Alle Physiker sind Menschen.
Also sind einige Physiker Wissenschaftler.

Einige Spatzen in der Hand sind nicht besser als eine Taube auf dem
Dach. Alle Dinge, die besser als eine Taube auf dem Dach sind, sind eine
Anstrengung wert. Einige Spatzen in der Hand sind eine Anstrengung
wert.

Alle Feiglinge sind gedngstigt in Gegenwart von wilden Tigern. Einige
Helden sind keine Feiglinge. Also ist kein Held gedngstigt in Gegenwart
von wilden Tigern.

Kein Bandwurm ist ein Sonnenanbeter. Einige Touristen sind keine Son-
nenanbeter. Also sind einige Bandwiirmer keine Touristen.

Aufgabe 6.2.3:
Bringen Sie folgende umgangssprachliche Syllogismen in Standardform und
bestimmen Sie Modus und Figur! Sind alle giiltig?

a)

Schwarze Katzen bringen nicht immer Ungliick, denn die Regel {iber
schwarze Katzen sagt ,,Von rechts nach links, was Gutes bringt’s“ und
so manche schwarze Katze lduft von rechts nach links.

444
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Es gibt auch kaum genutzte Wege, die nach Rom fiihren. Denn bekannt-
lich werden zwar nur einige Wege kaum genutzt, doch fiithren alle Wege
nach Rom.

Alle Reptilien sind keine Saugetiere. Das folgt daraus, dafl Reptilien
keine Wiederk&uer sind, einige Sdugetiere aber wiederk&uen.

Aufgabe 6.2.4:
Sind folgende Syllogismen giiltig? Zeigen Sie mit Hilfe von Venn-Diagram-
men die Giiltigkeit bzw. Ungiiltigkeit!

Kein Mensch ist allwissend. Einige Menschen sind Lehrer. Also sind
einige Lehrer nicht allwissend.

Jeder Hund ist eines Menschen treuer Gefdhrte. Kein Frosch ist ein
Hund. Also ist kein Frosch eines Menschen treuer Gefihrte.

Einige Philosophen sind logische Denker. Alle logischen Denker sind
kluge Menschen. Also sind einige kluge Menschen Philosophen.

Einige Fische sind Wirbeltiere, die durch Kiemen atmen. Einige Was-
sertiere sind Fische. Also sind einige Wassertiere Wirbeltiere, die durch
Kiemen atmen.

Alle Menschen sind sterblich. Alle Griechen sind Menschen. Also sind
einige Griechen sterblich.

Aufgabe 6.2.5:
Warum kann es keine Syllogismen mit folgenden Namen geben?

a)
b)

)

Caries
Cholera
Angina

L6ésungen

Losung 6.2.1:

a)

Kein Dackel ist unsterblich. — Celarent (Modus: e-a-e — Figur: I)
Einige Dackel sind sterblich (nicht unsterblich). — Celaront (e-a-0-I)
Kommentar:

Im Modus Celaront wird offenbar weniger geschlossen als moglich wire
(deswegen wird er auch nicht tiberall als giiltiger Syllogismus aufge-
fithrt) — wenn alle Dackel sterblich sind, dann natiirlich auch einige.
Allerdings setzt das voraus, daf es iberhaupt Dackel gibt. Gibt es keine
(ist ,Dackel” also ein leerer Terminus), gilt der Schlufi nach Celaront
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nicht, der nach Celarent jedoch weiterhin! In der traditionellen Logik
sind jedoch leere Termini nicht zugelassen.

Einige Professoren der Philosophie sind keine antiken Philosophen.

— Baroco (a-0-0-1I)

Kein Feuerwehrmann ist ein Brandstifter. — Calemes (a-e-e-IV)
Einige Feuerwehrminner sind keine Brandstifter.

— Calemop (a-e-0-1V)

Kommentar:

Hier wird im Modus Calemop weniger geschlossen als mdglich, auch
Calemop findet sich daher nicht in allen Aufz&hlungen der giiltigen
Syllogismen. Wie Celaront gilt auch Calemop nicht, wenn leere Termini
zugelassen sind.

Einige Vorbilder sind inkonsequent in ihrem Handeln.

— Modus: Datisi(a-i-i-111)

Kein Frosch ist ein Gorilla. — Cesare (e-a-e-1I)

Einige Frosche sind keine Gorillas. — Cesarop (e-a-o0-1I)

Kommentar:

Fiir Cesarop das gleiche wie fiir Celaront und Calemop..

Einige HéBliche sind keine Schwéne. — Fresison (e-i-0-1V)

(man kann nichts schlielen) — Figur: IT

Einige Holzwiirmer sind keine Bauhaus-Fans. — Festino (e-i-o-11)

Losung 6.2.2:

a)

Regel 1

Kommentar:

Der Mittelterm ist ,Menschen“. Sowohl die erste als auch die zwei-
te Pramisse beziehen sich jedoch nicht auf alle Mitglieder der Klasse
»,Menschen® (die zweite Primisse sagt zwar etwas iiber alle Physiker
aus, aber nichts iiber alle Menschen). Der Mittelterm ist also in keiner
Prémisse universell genommen.

Regel 5

Regel 2

Kommentar:

Beide Termini der Konklusion werden in den Prédmissen nicht universell

genommen.
Regel 2 und 3

6.2.2
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6.2.3 Losung 6.2.3:

a)  Keine schwarze Katze, die von rechts nach links lauft,
ist ein Ungliicksbringer.
Einige schwarze Katzen sind schwarze Katzen,
die von rechts nach links laufen.

FEinige schwarze Katzen sind keine Ungliicksbringer.
gtltig — Modus: Ferio (e-i-0); Figur: I

b)  Alle Wege sind Wege, die nach Rom fiihren.
Einige Wege sind kaum genutzte Wege.

Einige kaum genutzte Wege fithren nach Rom.
gtltig — Modus: Datisi (a-i-1); Figur: IIT

c)  Kein Reptil ist ein Wiederkéuer.
Einige Sdugetiere sind Wiederkéuer.
Kein Reptil ist ein Sdugetier.
ungiltig — Modus: o-i1-0; Figur: IT

! Kommentar:
Der Syllogismus ist ungiiltig, denn er verletzt Regel 2 (vgl. Aufgabe
6.2.2). Der Terminus ,,Sdugetier” ist in der Konklusion universell ge-
nommen, nicht aber in den Pr&missen.

6.24  Losung 6.2.4:

In den folgenden Venn-Diagrammen werden Groflbuchstaben in Kreisen
verwendet, um die Erfiillungsbereiche (Begriffsumfinge, Extensionen) der
entsprechenden generellen Termini (Begriffe) zu kennzeichnen. Wir geben
kein Alphabet vor, sondern benutzen naheliegende Bezeichnungen (,M* fiir
»Mensch“ und so fort).
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a)

Ferison

Kommentar:

Da kein Mensch allwissend ist, liegen die M- und A—Bereiche vollstandig
auseinander: Es gibt nichts, was zugleich Mensch und auch allwissend
wéare. Da einige Menschen Lehrer sind, gibt es einen gemeinsamen M-
und L-Bereich. Dieser Bereich liegt zugleich vollig auflerhalb des A—
Bereiches, daher sind einige Lehrer nicht allwissend. Beachten Sie, daf}
nichts dariiber ausgesagt ist, ob es Lehrer gibt, die allwissend sind, oder
Lehrer, die keine Menschen und nicht allwissend sind. Moglicherweise
sind einer der beiden oder beide Bereiche leer, das dndert jedoch nichts
an der Giiltigkeit des Syllogismus. Ein Computer als Lehrer ist kein
Mensch, allerdings auch nicht allwissend; ein Gott (Prometheus, der die
Menschen das Feuer zu nutzen lehrte) ist vielleicht sowohl kein Mensch,
als auch allwissend.

Ungiiltig.
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Kommentar:

Die H- und F—Bereiche liegen vollstindig auseinander. Auflerdem liegt
der H- Bereich vollstindig im M-Bereich (hier heifit ,M*“ natiirlich
nicht ,Mensch“, sondern ,eines Menschen treuer Gefahrte sein“). Nach
diesen Voraussetzungen ist es immerhin méglich — und das zeigt das
Venn-Diagramm —, daf} es einen nichtleeren gemeinsamen F- und M-
Bereich gibt.

Dimatis

Kommentar:

Auch hier kénnen einige Bereiche leer sein. Es kommt allein darauf an,
dafl die Fliche, die sowohl eine P- als auch eine L-Fliche ist, auch ein
Teil des K-Bereiches ist.

Ungiiltig.

Kommentar:
Die Kiemenatmer sind vollstindig von den Wassertieren getrennt, ob-
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¢)

wohl beide gemeinsame Bereiche mit den Fischen haben.
Barbari

Kommentar:

Es ist leicht zu sehen, dafl auch die stiarkere Schlufolgerung ,, Alle Grie-
chen sind sterblich“ zu rechtfertigen ist. Der Schlufl auf ,Einige Grie-
chen sind sterblich® gilt nur, wenn keine leeren Termini zugelassen sind.
In der traditionellen Logik ist dies aber der Fall.

Losung 6.2.5:

Ein Syllogismus der Form a-i-e wiirde Regel 4 (vgl. Aufgabe 6.2.2) ver-
letzen: Seine Konklusion ist negativ, aber keine seiner Primissen.

In diesem Syllogismus findet sich keine affirmative Pridmisse. Das ver-
letzt Regel 3.

Das Subjekt der Konklusion wird universell genommen, es muf} also
auch in einer der Pramissen universell genommen werden. In der zweiten
Prémisse (i- Aussage) wird kein Terminus universell genommen. In der
ersten Priamisse kommt jedoch das Subjekt der Konklusion nicht vor,
wird also auch dort nicht universell genommen. Damit wird Regel 2
verletzt.

6.3 Richtig oder falsch?

(Lésungen ab Seite 170)

Aufgabe 6.3.1:

Im

a)

logischen Quadrat gilt:
Zwei kontradiktorische Aussagen konnen nicht beide wahr und nicht
beide falsch sein.

6.2.5

144
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b) Zwei kontrire Aussagen kénnen nicht beide wahr sein.

c) Zwei subkontrire Aussagen kénnen nicht beide wahr sein.

d) Bei der Subalternation darf man nur von oben nach unten schlieflen.
)

Wenn zwei Aussagen nicht beide falsch sein kénnen, sind sie kontradik-
torisch.
f)  Wenn zwei Aussagen nicht beide falsch sein kénnen, sind sie kontrér.

Aufgabe 6.3.2:

In der Syllogistik gilt:

a) Zwei affirmative Pramissen kénnen keinen negativen Schluf ergeben.
b) Zwei negative Primissen kénnen nur einen negativen Schluf ergeben.
c) Ein giiltiger Syllogismus hat mindestens eine negative Pramisse.

d) Ein giiltiger Syllogismus hat mindestens eine affirmative Pramisse.

Aufgabe 6.3.3:

Wenn man leere Termini in der traditionellen Logik zuliefle, wiirde folgendes

gelten:

a) Im logischen Quadrat darf man nicht durch Subalternation schliefen.

b) Direkte Schliisse sind nicht giiltig, wenn sie durch Limitation gezogen
wurden.

) Alle Schliisse durch Obversion sind ungiiltig.

A- und O-Aussagen sind nicht kontradiktorisch.

Der Syllogismus Camestrop (Figur II) ist ungiiltig.

Der Syllogismus Barbara (Figur I) ist ungiiltig.

@
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Kapitel 7

Intuitionistische Logik

7.1 Dialogverfahren

(Losungen ab Seite 141)

Das Dialogverfahren ist ein Entscheidungsverfahren, welches fiir die
intuitionistische Logik entwickelt wurde. Es lassen sich auch Regeln
fiir die klassische Logik aufstellen, die hier aber nicht betrachtet
werden. Im Verfahren werden Formeln und Teilformeln nach Regeln
angegriffen und verteidigt, eine Formel heif3t dialogische Tautologie,
wenn sie vom Proponenten gegen jede Strategie des Opponenten
verteidigt werden kann. Zug- und Gewinnregeln lauten folgender-
maflen:

1. Der Proponent beginnt mit dem Setzen der zu verteidigenden
Formel. Gezogen wird abwechselnd.

2. Der Proponent kann jede vom Opponenten gesetzte Formel an-
greifen oder sich gegen den letzten Angriff des Opponenten ver-
teidigen.

3.  Der Opponent kann die vom Proponenten im letzten Zug ge-
setzte Formel angreifen oder sich gegen den Angriff im letzten
Zug des Proponenten verteidigen.

139
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4.  Angegriffen und verteidigt wird nach folgenden Regeln:

Behauptung | Angriff | Verteidigung

~A A? nicht moglich

ANB 7L A

ANB 'R B

AV B ? A

AV B ? B

ADB A? B

ViA 7(j) A{i/j} (i sei frei in A fiir eine
A ? A{i/j} Einsetzung von j.)

5. Der Proponent hat genau dann gewonnen, wenn
e der Opponent keine Angriffs- oder Verteidigungsmaglich-
keiten mehr hat und
e der Opponent am Zug ist,
e der Proponent in den Fillen, in denen er Aussagenvaria-
blen oder Priadikatformeln gesetzt hat, nur solche verwen-
det hat, die bereits vom Opponenten behauptet wurden.

>>>  Aufgabe 7.1.1:
Beweisen Sie, daf} folgende Formeln dialogische Tautologien sind:
a) pD ~qD(¢D ~p)
b) ~pD(p>yq)
c) pDg¢D(~¢D ~p)
>>>  Aufgabe 7.1.2:
Uberpriifen Sie, ob die folgenden Formeln dialogische Tautologien sind:
a) ~~~pD P
)~
)

o o

) PDqgD(~pVq)
pD(~q¢Dp)

o

) ~pDgDdpVyg
) pD(~Dg)
g ~(~pA~q)DpVy
>>1>  Aufgabe 7.1.3:
Uberpriifen Sie, ob die folgenden Formeln dialogische Tautologien sind:
a) dxVyP(z,y) D Vy3xP(z,y)
b) Vy3xP(x,y) D JxVyP(z,y)
c) VaVyP(z,y) D Jy3xP(z,y)

= @D
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Loésungen
Losung 7.1.1:
a) Opponent Proponent
I. pD~¢D(¢gD ~p)

2. pD~q?l 3. gD ~p

4. q 73 5. ~p

6. p75 7. p72

8. ~q 9. ¢?78.

Kommentar:

Der Proponent setzt in 1. eine Formel, die er zu verteidigen hat. Nach
der Regel fiir die Subjunktion wird die zu verteidigende Formel in 2.
durch Setzen des Antezedenten angegriffen (,Was, wenn die Wenn—
Aussage wahr ist?“). Der Proponent hitte die Moglichkeit, seinerseits
die Subjunktion in 2. durch Setzen von ,p*“ anzugreifen, verteidigt sich
aber in 3. mit dem Antezedent der angegriffenen Aussage 1. (,Dann ist
die So—Aussage auch wahr®). In 4. und 5. wird diese Aussage nach den
eben besprochenen Regeln angegriffen und verteidigt. Letzteres erfolgt
durch eine negierte Aussage, die der Opponent in 6. durch Setzen der
unnegierten Aussage angreift (,, Was, wenn p stimmt?*). Darauf ist keine
Verteidigung moglich, der Proponent greift die Aussage 2. des Oppo-
nenten an und setzt dabei eine Aussagenvariable, die vom Opponenten
bereits behauptet wurde (,,Du hast p behauptet? — Dann kann ich da-
mit eine Deiner fritheren Behauptungen angreifen®). Der Opponent ist
in der Lage, noch einen Zug zu setzen und sich mit ~q zu verteidigen.
Diese Formel wird vom Proponenten in 9. angegriffen, erlaubterweise,
da ¢ bereits in 4. vom Opponenten behauptet worden war. Der Propo-
nent hat gewonnen und die Formel ist eine dialogische Tautologie, denn
dem Opponenten war an keiner Stelle eine andere Strategie mdoglich.

Losung

7.1.1



7.1.2

142 KAPITEL 7. INTUITIONISTISCHE LOGIK

b)  Opponent Proponent
1. ~pD>(Dq)
2. ~p?1 |3. pDy
4. p73 5. p 72

c) Opponent Proponent
1. p>¢D(~¢D ~p)
2. pDq?l |3 ~¢gD ~p
4. ~q 73 5. ~p
6. p75 7. p72
8. q 9. g7

Lésung 7.1.2:

a) Opponent Proponent
1. ~~~pD ~p
2. ~~~p?71 3. ~p
4. p73 5. ~r~p 72
6. ~p?75 7. p76
Die Formel ist eine dialogische Tautologie.
Kommentar:

Der Proponent greift in der letzten Zeile den Opponenten mit einer
Formel an, die jener selbst behauptet hatte, und gewinnt damit den
Dialog. Der Opponent hatte an keiner Stelle die Chance, eine andere
Strategie anzuwenden.

b) Opponent Proponent
1. ~pD ~~~p
2. ~p71 3. ~~~p
4. ~~p 7?73 |5 ~p74
6. p75 7. p?72

Die Formel ist eine dialogische Tautologie.

c) Opponent Proponent
1. pD>g¢D(~pVyq)
2. pD>q?l 3. ~pVgq
4. 73 5. ~p
6. p75 7. p?72
8. q

Die Formel ist keine dialogische Tautologie — der Proponent ist am Zug
und hat seine M6glichkeiten ausgeschopft.
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Im 5. Schritt hitte der Proponent auch g setzen konnen, hitte damit
jedoch sofort verloren. Es ist aber schon in Schritt 3. folgende andere
Strategie fiir ihn moglich:

Opponent ‘ Proponent
L. pD>gD(~pVyg)
2. pDqg?l |3 p72
4. q
Doch auch diesen Dialog verliert der Proponent. Die Formel ist also
keine dialogische Tautologie.

Opponent Proponent
1. pD>(~gDp)
2. p71 3. ~qDp
4. ~q 7?73 | 5. p

Die Formel ist eine dialogische Tautologie.

Opponent Proponent

1. ~pDgDpVyg
2. ~pDq?1]3. pVg

4. 73 5. ~p 72

6. p75
Die Formel ist keine dialogische Tautologie.

Der Proponent hétte in 5. auch p oder ¢ setzen kénnen, hitte damit
jedoch sofort verloren. Wenn er schon in 3. die Behauptung von 2. ange-
griffen hitte, wire der Ausgang derselbe wie hier gewesen. Die Formel
ist also keine dialogische Tautologie.

Opponent ‘ Proponent
L. pD>(~pDyq)
2. p?21 |3 ~pDOyg
4. ~p?73 |5 p?4

Die Formel ist eine dialogische Tautologie.

Opponent ‘ Proponent
1. ~(~pA~q) DpVyq
2. ~(~pA ~q)71 3. pVyq
4. 73 5a) p|5b) ¢

Die Formel ist keine dialogische Tautologie.
Diesen Dialog verliert der Proponent, er hat jedoch noch eine andere
Moglichkeit:
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Opponent Proponent
1. ~(~pA~q)DpVyq
2. ~(~pA~q)?1 | 3. ~pA ~qg 72
4. 7L3 5. ~p
6. p75

Auch diesen Dialog verliert der Proponent, weitere Moglichkeiten hat
er nicht. Die Formel ist also keine dialogische Tautologie.

7.1.3 Losung 7.1.3:

a)

Opponent Proponent
1. FaVyP(z,y) D Vy3azP(z,y)
2. JaVyP(z,y) 71| 3. Vy3dzP(x,y)
4. 73 (y) 5. JzP(z,y)
6. 75 7. 72
8. VyP(z,y) 9. 78 (y)
10. P(z,y) 11. P(x,y)
Die Formel ist dialogische Tautologie.
Kommentar:

Im 9. Schritt wihlt der Proponent die vom Opponenten im 4. Schritt
vorgegebene passende Individuenvariable. Im 11. Schritt w&hlt er die
Variable, die der Opponent im 8. Schritt gew#hlt hat. Hitte der Op-
ponent andere Variablen gewihlt, konnte der Proponent entsprechend
reagieren da seine Ziige nach denen des Opponenten erfolgen.

Opponent ‘ Proponent
1. VYydzP(z,y) D JaVyP(z,y)
2. VYy3dzP(z,y) | 3. FzVyP(z,y)
4. 73 5.

Die Formel ist keine dialogische Tautologie.

Kommentar:

Gleichgiiltig, ob der Proponent nun auf den Angriff reagiert oder die
Formel in 2. angreift, muf} er Individuenvariablen festlegen. Der Oppo-
nent ist jedenfalls in der Lage, andere Variablen zu wihlen und damit
kommt keine Pridikatformel zustande, die der Proponent nach dem
Opponenten behaupten kann. Der Proponent kann den Dialog nicht
gewinnen.
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c)

Opponent Proponent
1. VaVyP(x,y) D JyzP(z,y)
2. VaVyP(z,y) | 3. JydxP(x,y)
4. 73 5. JaxP(z,y)
6. 75 7. 72 (x)
8. VyP(z,y) 9. 78 (y)
10.  P(z,y) 11. P(z,y)

Die Formel ist dialogische Tautologie.

Kommentar:

Offenbar kommt es darauf an, die Variablen ,,passend“ zu wéahlen: Der Op-
ponent mufl bestrebt sein, neue Variablen ins Spiel zu bringen um dem
Proponenten keine Chance zu lassen. Der Proponent dagegen wird Varia-
blen wihlen, die vom Opponenten bereits gew#hlt worden sind oder diesen
zwingen (im Falle des Allquantors), von ihm bereits gewihlte Variablen zu

verwenden.

7.2 Richtig oder Falsch?

(Lésungen ab Seite 171)

Aufgabe 7.2.1:

a)

Der intuitionistische Aussagenkalkiil 148t sich durch eine zweiwertige
Tabellensemantik beschreiben, die sich von der klassischen Semantik
durch andere Tabellen fiir die Negation und die Adjunktion unterschei-
det.

Nicht jede Formel der intuitionistischen Logik 148t sich allein mit Hilfe
von Negation und Konjunktion darstellen.

Alle Theoreme der intuitionistischen Aussagenlogik sind auch Theoreme
der klassischen Logik, aber nicht umgekehrt.

Es gibt Theoreme der intuitionistischen Logik, die nicht klassische Tau-
tologien sind.

Es gibt Theoreme der klassischen Logik, die nicht dialogische intuitio-
nistische Tautologien sind.

Vom Standpunkt der klassischen Logik aus ist der Satz ,,Morgen findet
eine Seeschlacht statt oder morgen findet nicht eine Seeschlacht statt®
heute wahr.

Vom Standpunkt der intuitionistischen Logik aus ist der Satz ,,Morgen
findet eine Seeschlacht statt oder morgen findet nicht eine Seeschlacht
statt” heute wahr.
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Kapitel 8

Theorie der logischen
Folgebeziehung

8.1 Sprache und Begriff der logischen
Folgebeziehung

(Losungen ab Seite 149)

In diesem Abschnitt gehen wir davon aus, daff die (aussagenlogi-
sche) Folgebezichung ,F“ ein Pradikat ist: Das Zeichen steht fiir
eine Relation zwischen Aussagen. Fiir eine klassische Theorie der
Folgebeziehung reicht es aus zu fordern, dafl Aussagen A - B genau
dann wahr sind, wenn die Aussage A O B eine Tautologie ist. Fiir
verschiedene Zwecke ist es sinnvoll, zusétzlich einen inhaltlichen Zu-
sammenhang zwischen Primisse und Konklusion zu fordern. Die im
Folgenden erwihnten strikte und strenge Theorie der Folgebezie-
hung garantieren einen solchen Sinnzusammenhang iiber eine Va-
riablenbedingung beziehungsweise die Variablenbedingung und eine
semantische Bedingung:
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A& B ist genau dann eine wahre Aussage der

klassischen Folgebeziehungstheorie,
wenn A D B eine Tautologie der klassischen Aussagenlogik
ist;

strengen Folgebeziehungstheorie,
wenn A D B eine Tautologie der klassischen Aussagenlogik
ist;
in B keine Aussagenvariablen vorkommen, die nicht schon in
A vorkommen;

strikten Folgebeziehungstheorie,
wenn A D B eine Tautologie der klassischen Aussagenlogik
ist;
in B keine Aussagenvariablen vorkommen, die nicht schon in
A vorkommen;
A keine Kontradiktion und B keine Tautologie ist.

A nennt man auch Voraussetzung und B Folgerung.
Fiir Axiomatisierungen und weitere Details siehe [5] und die dort
angegebene weiterfithrende Literatur.

Aufgabe 8.1.1:

Gegeben sind Aussagenvariablen, genau drei aussagenlogische Operatoren
Ihrer Wahl, Klammern und das Zeichen fiir die logische Folgebeziehung |-.
Fiir eine Theorie der Folgebeziehung, in welcher F nur jeweils einmal — und
zwar an der Position eines ,,Hauptoperators® — in Formeln der logischen
Folgebeziehung vorkommen kann, definieren Sie den Terminus ,,Formel der
logischen Folgebeziehung*!

Aufgabe 8.1.2:
a) Betrachten Sie folgende Regel der logischen Folgebeziehung:
(AVO)A(BVC)FAABVC.

Auf welche Weise ist in dieser Regel der logischen Folgebezichung ein
Kriterium des Sinnzusammenhangs gewahrt?
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b)

Bei der Interpretation einer (als Hauptoperator vorkommenden) Sub-
junktion als Folgebeziehung treten die sogenannten Paradoxien der ma-
terialen Implikation auf. Nennen Sie ein umgangssprachliches Beispiel
dafiir!

Losungen

Loésung 8.1.1:

Alleinstehende Aussagenvariablen sind aussagenlogische Formeln.
Wenn A und B aussagenlogische Formeln sind, sind auch (AA B), (AV
B) und (A = B) aussagenlogische Formeln.

Wenn A und B aussagenlogische Formeln sind, ist A - B Formel der
logischen Folgebeziehung.

Aussagenlogische Formeln und Formeln der logischen Folgebeziehung
liegen nur aufgrund der Punkte 1-3 vor.

L6ésung 8.1.2:

a)

b)

In AA BV C konnen keine Aussagenvariablen vorkommen, die nicht
auch in (AV C) A (B V C) vorkommen.

», Wenn man zweimal in den gleichen Fluf} steigen kann und nicht zwei-
mal in den gleichen Fluf} steigen kann, dann ist der Krieg der Vater aller
Dinge® ist eine Interpretation der klassisch logisch giiltigen Subjunkti-
on pA ~p D q, jedoch keine intuitiv giiltige Aussage iiber eine logische
Folgebeziehung (zwischen Aussagen iiber Badegewohnheiten und Va-
terschaften).

8.2 Theorien der logischen Folgebeziehung

(Lésungen ab Seite 150)

Aufgabe 8.2.1:
Priifen Sie, welche der folgenden Formeln der Folgebeziehung giiltige Regeln
im System der strengen bzw. der strikten Folgebeziehung sind:

a)
b)
)
d)
)

pkp
PD>g)F(PDq)VigDp)
PA~pE ~pAp
~(pVgk ~pA ~q
pPDqgkqgDp

Losung

8.1.1

8.1.2

444
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f) pD ~qF ~pV ~q

>>>  Aufgabe 8.2.2:
Sind folgende Schliisse nach der klassischen, strengen oder strikten Folgebe-
ziehung giiltig? Warum?
a)  Das Atom ist teilbar.
Das Atom ist nicht teilbar.
Das Elektron ist positiv geladen.
b)  Gott ist tot und Gott ist nicht tot.
Geist ist nicht auf Materie reduzierbar.

Geist ist auf Materie reduzierbar.
c)  Gott ist tot oder Nietzsche ist tot.

Gott ist nicht tot oder Nietzsche lebt.

Gott ist tot oder Nietzsche lebt.
d)  Elefanten sind intelligente Tiere.

Fliegen sind keine intelligenten Tiere.

Elefanten sind intelligente Tiere oder Fliegen sind intelligente Tiere.
e)  Ich denke, also bin ich.

Gott existiert oder Gott existiert nicht.

Losung L6sungen

8.2.1 Losung 8.2.1:

a) streng + strikt
! Kommentar:
Die Regel ist mindestens klassisch giiltig, denn p D p ist eine Tautologie.
Die Folgerung enthé&lt nur Variablen, die auch in der Voraussetzung vor-
kommen, also ist die Regel auch in der Theorie der strengen logischen
Folgebeziehung giiltig. Weil nun auch die Voraussetzung keine Kontra-
diktion und die Folgerung keine Tautologie ist, gilt die Regel auch in
der Theorie der strikten logischen Folgebeziehung.
b) streng
! Kommentar:
Die Regel ist in der Theorie der strikten logischen Folgebeziehung nicht
giiltig, weil die Folgerung eine Tautologie ist.
c) streng
d) streng 4+ strikt
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e)

)

weder noch

Kommentar:

Dies ist keine giiltige Regel der strengen oder strikten (nicht einmal der
klassischen) Folgebeziehung, weil (p D ¢) D (¢ D p) keine Tautologie
ist.

streng + strikt

Lésung 8.2.2:

a)

b)

Der Schluss hat die Form: p A ~p F ¢. Er ist nur klassisch giiltig,
weil im Konsequent eine Variable vorkommt, die kein Vorkommen im
Antezedent hat.

Der Schluss hat die Form: p A ~p A ~q = q. Er ist nach der Theorie
der klassischen und der strengen logischen Folgebeziehung giiltig, weil
im Konsequent nur Variablen vorkommen, die auch im Antezedent vor-
kommen. Weil der Antezedent jedoch eine Kontradiktion ist, gilt der
Schluss nicht in der Theorie der strikten logischen Folgebeziehung.
Der Schluss hat die Form: (pVg)A(~pV ~q) - pV ~q. Er ist {iberhaupt
kein giiltiger Schluss, weil (pV ¢)A(~pV ~q) D pV ~q keine Tautologie
ist.

Der Schluss hat die Form: p A ~q - pV q. Der Schluss ist nach der klas-
sischen, der strengen und der strikten logischen Folgebeziehung giiltig.
Der Schluss hat die Form: pF g V ~q. Er ist nur klassisch giiltig.

8.2.2






Kapitel 9

Nichttraditionelle
Pradikationstheorie

9.1 Sprache und Semantik der
nichttraditionellen Pridikationstheorie

(Lésungen ab Seite 156)

In der nichttraditionellen Pradikationstheorie wird zwischen zwei
Grundarten der Pradikation unterschieden. Wir benutzen die tradi-
tionelle Darstellung f(i1,...,4,) zur Bezeichnung des Zusprechens
der Relation f zu den Relata i1,...,4, und —f(i1,...,i,) fir das
entsprechende Absprechen. Die folgende Semantik erlaubt die Defi-
nition einer dritten Pridikationsart, der Unbestimmtheit:

Unbestimmtheit 7:
?f(l'l, .. .,in) =df Nf(il, ceey Zn) A N—lf(il, .. ,ln)

Zur Motivation und fiir die technischen Details vergleichen Sie [5].
Fiir diese Pradikationstheorie gelten die folgenden semantischen Re-
geln:
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SR1:
Verschiedenen Pridikatformeln werden unabhingig voneinan-
der Wahrheitswerte zugewiesen, sofern nicht durch die folgen-
den Regeln Einschrinkungen formuliert sind.

SR2:
Die Regeln fiir die aussagenlogischen Operatoren bleiben die
gleichen, wie in der klassischen Aussagenlogik.

SR3:
Wird bei einer Belegung einer Priadikatformel f(iy,...,4,) der
Wert w zugeschrieben, so erhélt —f (i1, ...,4,) bei dieser Bele-
gung den Wert f.

SRA4:
Wird bei einer Belegung einer Pradikatformel —f(iq,...,iy)
der Wert w zugeschrieben, so erhélt f(i1,...,4,) bei der Bele-
gung den Wert f.

Aufgabe 9.1.1:

Gegeben sind Priadikat- und Subjekttermini, genau drei aussagenlogische
Operatoren Threr Wahl, Klammern und das Zeichen fiir die innere Negation
—. Definieren Sie den Terminus ,,Formel der Pridikationstheorie®!

Aufgabe 9.1.2:
Welche der folgenden Zeichenreihen sind Formeln der Pridikationstheorie?

(Es gelten die iiblichen Klammerkonventionen.)
a) P(s)V?P(s)

b) —A

¢) ~—P(s)
d —-pVvp
e) ——P(s)

—
N

P(s) D~ P(s)

g) ~ P(s)A~—P(s)

Aufgabe 9.1.3:

Nennen Sie je eine Tautologie und eine Kontradiktion der Pradikationstheo-

rie, die die Zeichen — oder 7 enthalten. Zeigen Sie, dafl Sie die Formeln
richtig gewdhlt haben.

~—
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Aufgabe 9.1.4:

Uberpriifen Sie, ob die folgenden Zeichenreihen Tautologien in der Pridika-
tionstheorie sind: (Beachten Sie, daf eine Zeichenreihe, die keine Formel ist,
keine Tautologie sein kann.)

a) ~—P(s) D P(s)

b) —P(s) D ~P(s)

~P(s) V ~=P(s)V ~7P(s)

P(s) D ~7P(s)

~(=P(5) A=Q(5)) > P() V Q(s)
P(s)V —P(s) D (—P(s) = ~P(s))

@ o
\%V\_/

an s
NN g

g) TP(s)V-P(s) D (P(s) = ~P(s))

h) ~(=P(s)A=Q(s) A—R(s)) D P(s) VQ(s)V R(s)
i) 7P(s) D ~P(s)V-Q(s ')

i) (P(s)VP(s)) NP(s) D =P(s)

k) P(s)V=P(s) D ~P(s) D =P(s)

) =Q(s) D (P(s) V—-P(s )V‘?P(S))

Aufgabe 9.1.5:
Zeigen Sie an einem Beispiel, warum in der Nichttraditionellen Pradikati-
onstheorie die Unbestimmtheit verwendet wird!

Aufgabe 9.1.6:
Folgendes Zitat stammt aus Kants Kritik der reinen Vernunft:

Wenn jemand sagte: ein jeder Korper riecht entweder gut, oder
er riecht nicht gut, so findet ein Drittes statt, ndmlich daf} er
gar nicht rieche (ausdufte); und so kénnen beide widerstreitende
Satze falsch sein. Sage ich: er ist entweder wohlriechend oder
er ist nicht wohlriechend (...); so sind beide Urteile einander
kontradiktorisch entgegengesetzt, und nur der erste ist falsch,
sein kontradiktorisches Gegenteil aber, nidmlich einige Korper
sind nicht wohlriechend, befafit auch die Koérper in sich, die gar
nicht riechen.

Analysieren Sie diesen Gedanken mit Hilfe der nichttraditionellen Pradika-
tionstheorie!

1<

14
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Loésungen

Loésung 9.1.1:

Zunichst muss der Terminus ,,Pridikatformel“ definiert werden:

1. Wenn iy,...,4, Subjekttermini sind und f ein n-stelliger Prédikattermi-

nus ist (n > 1), sosind f(i1,...,4,) und = f(iy, ..., i) Pradikatformeln.
2. Nur die in Punkt 1 genannten Zeichenreihen sind Pradikatformeln.
Eine Definition einer Formel der Pradikationstheorie erhalten wir, wenn wir
in einer passenden Formeldefinition der Aussagenlogik den Ausdruck ,aus-
sagenlogische Formel“ durch ,,Formel der Priadikationstheorie“ ersetzen und
auflerdem Punkt 1 durch folgenden ersetzen:

1. Alleinstehende Pradikatformeln sind Formeln der Pradikationstheorie.

Kommentar:

In der Sprache der Priadikationstheorie konnen auch Aussagenvariablen vor-
kommen. Dann muf} der erste Punkt der Definition einer Formel der Pradi-
kationstheorie auf offensichtliche Weise gedndert werden:

1. Alleinstehende Pradikatformeln und alleinstehende Aussagenvariablen
sind Formeln der Pradikationstheorie.

Loésung 9.1.2:

a) Formel.
Kommentar:
Streng genommen ist die Zeichenreihe ?P(s) nicht als Formel definiert.
Wenn man jedoch ?P(s) als Abkiirzung fiir ~P(s)A ~—P(s) betrachtet,
dann ist P(s)V?P(s) durchaus eine Formel.

b) Keine Formel, weil A Metavariable ist.

c) Formel.

d) Keine Formel, weil die innere Negation nicht vor Aussagenvariablen
stehen darf.

e) Keine Formel, weil die innere Negation nicht zweimal nacheinander ste-
hen darf.

f) Keine Formel, weil die innere Negation immer direkt vor einem Prédi-
katterminus stehen muf.

g) Formel.
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L6sung 9.1.3:

1.

P(s) VvV —P(s)V7P(s)

Die Adjunktion kann nur dann den Wert f annehmen, wenn alle Ad-
junktionsglieder diesen Wert annehmen. Wenn aber P(s) und —P(s)
beide den Wert £ annehmen, dann mufl ?P(s) nach Definition den Wert
w annehmen. Daher kann die Formel nicht falsch werden. Also ist sie
eine Tautologie.

P(s) A—P(s)

Die Konjunktion kann nur dann den Wert w annehmen, wenn beide
Konjunktionsglieder diesen Wert annehmen. Wenn aber P(s) den Wert
w annimmt, mufl =P(s) den Wert £ annehmen; und wenn —P(s) den
Wert w annimmt, muff P(s) den Wert £ annehmen. Daher kann die
Formel nicht wahr werden. Also ist sie Kontradiktion.

Losung 9.1.4:

w f £ f

Die Formel ist keine Tautologie.

Kommentar:

Zunichst werden den unterschiedlichen Priadikatformeln (in diesem Fall
—P(s) und P(s)) alle 22 = 4 moglichen Kombinationen von Wahrheits-
werten zugeschrieben. Nach den semantischen Regeln kénnen beliebige
Pradikatformeln f(¢) und = f(7) nicht gemeinsam den Wert w zugeschrie-
ben bekommen, daher wird diese (die erste) Zeile gestrichen. Der Wer-
teverlauf fiir die verbleibenden drei Zeilen wird mit Hilfe der Tabellen
fiir Negation und Subjunktion festgestellt und enthilt sowohl den Wert
w (zweimal) als auch den Wert £. Die Formel ist logisch indeterminiert
und daher keine Tautologie.

—P(s)D ~P(s)

—_—— =~

f wf w
w ww f
f ww f

Die Formel ist eine Tautologie.

9.1.3

9.14
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c)

~P(s)V ~—P(s)V ~7P(s)
~—— ~—— N——
W W £
W £ i
f w ww £ ww f
f W W
w f wf w ww f
w f ww £ wf w
£ £ £

Die Formel ist eine Tautologie.

Kommentar:

Da drei verschiedene Pradikatformeln (P(s), =P(s) und 7P(s)) in der
Formel vorkommen, miissen zunéchst acht mogliche Zuschreibungen
von Wertekombinationen zu diesen Prédikatformeln betrachtet wer-
den. Fiinf davon fallen sofort aufgrund der semantischen Regeln her-
aus: Sei f(i1,...,i,) eine bestimmte Priadikatformel, so bezeichnen wir
die Pradikatformeln f(i1,...,4n), = f(i1,-..,0y) und ?f(i1,...,iy) als
gleichnamig (sie unterscheiden sich nur durch Vorhandensein oder Feh-
len von = und 7). Die semantischen Regeln erfordern nun, dafl von zwei
gleichnamigen Formeln mindestens eine falsch, und von drei gleichnami-
gen Formeln mindestens (und damit genau) eine wahr sein muf}. Nach
dem Streichen der Zeilen, die dieser Forderung nicht geniigen, bleiben
drei Zeilen zur Ermittlung des Werteverlaufs. Dieser besteht nur aus
Werten w, damit ist die Formel eine Tautologie.

P(s) D —7P(s)

Diese Zeichenreihe ist keine Formel.

~(=P(s) A 2Q(s)) D P(s) V Q(s)
—_— —— M~ =~
W f f f f £ £ £

1) @) ©B) @) () 6) () ©®

Die Formel ist keine Tautologie.

Kommentar:

Bei vier verschiedenen Pridikatformeln sind hier 2% = 16 Zeilen zu be-
trachten — es ist also in jedem Falle sinnvoll, mit dem verkiirzten Ent-
scheidungsverfahren zu arbeiten. Nehmen wir an, die Formel wiirde bei
einer Belegung der Pradikatvariablen den Wert £ annehmen (5). Dann
nimmt das Antezedens den Wert w und das Konsequens den Wert £ an
(1 und 7). Die Werte fiir (6), (8) und (3) ergeben sich aussagenlogisch.
Die Konjunktionsglieder (2) und (4) kénnen nach den aussagenlogischen
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semantischen Regeln beide falsch oder eines falsch und eines wahr sein
— dies ist auch alles unter der Voraussetzung (6) und (8) nach den
semantischen Regeln der Pridikationstheorie erlaubt. Die angegebene
Belegung ist eine von drei moglichen. Sie fiihrt nicht zum Widerspruch
und deshalb ist die Formel keine Tautologie.
P(s)V—-P(s)D(~P(s)=~P(s))

—_— Y—— Y—— =~

w w f w f wf w
f w w w w ww f
f £f £ w f fw £

Die Formel ist eine Tautologie.

Kommentar:

Die Formel driickt einen grundlegenden Sachverhalt der nichttraditio-
nellen Pridikationstheorie aus: Wenn ein ,,Gesetz vom ausgeschlossenen
Dritten fiir die innere Negation® gilt, so fallen innere und duflere (klas-
sische) Negation zusammen.

TP (s)V-P(s)D(P(s)=~P(s))

—— Y~

h vy II 'F ‘F
W W oL oL
h o 'F T h o
W L W W
w w f £ f£f fw £
£ W W W
f w w £ f fw £
f £f £ w w £f£f w
£ £ £ £
L L L L

Diese Formel ist keine Tautologie.

~(2P(s)A~Q(s)A=R(s))DP(s)VQ(s)VR(s)
—— e Y M M

W f f T T
W W f
W T W
W f f
T T W
f W f
T W W
f f f

Diese Formel ist keine Tautologie.
Kommentar:
Es wurde angenommen, dafl die Formel keine Tautologie ist. Unter die-
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ser Voraussetzung mufl — wie in der ersten Zeile angegeben — die Ne-
gation im Antezedens den Wert w und jedes Adjunktionsglied im Kon-
sequens den Wert £ annehmen. Damit die Konjunktion den durch die
Negation geforderten Wert £ bekommt, mufl wenigstens eines der Kon-
junktionsglieder diesen Wert haben. Alle sieben Moglichkeiten dafiir
sind aufgrund der semantischen Regeln der Pridikationstheorie erlaubt
und die Formel ist keine Tautologie. Es hitte bereits das Aufzeigen einer
einzigen (und nicht von sieben) widerspruchsfreien Belegungen geniigt.
Die Formel ist eine Tautologie.

Die Formel ist eine Tautologie.

Die Formel ist keine Tautologie.

Die Formel ist eine Tautologie.

Lo6sung 9.1.5:

Prasuppositionen: ,,...hat aufgehort, . ..zu schlagen“ kann zu- oder ab-
gesprochen werden, aber auch weder zu- noch abgesprochen (zuriickge-
wiesen): Hast Du aufgehért, Deinen Vater zu schlagen?
Kommentar:

Die Frage ist ein bekanntes Beispiel fiir eine Entscheidungsfrage (eine
Ja—Nein—Frage), die sich meist nicht mit ,Ja* oder ,Nein“ beantworten
1a8t. Hat man seinen Vater niemals geschlagen, so ist es weder wahr,
dafl man aufgehort hat ihn zu schlagen, noch ist es wahr, dafl man nicht
aufgehort hat (das heifit, ihn weiterhin schlégt).
Existenzprasuppositionen: ,,...verscheuchte ...“ kann zu- oder abge-
sprochen werden, aber auch weder zu- noch abgesprochen: Ich habe das
Einhorn aus dem Garten verscheucht!

Kommentar:

Ist kein Einhorn im Garten (gewesen), kann man es nicht scheuchen und
auch nicht nicht—-scheuchen (das heifit hier: drinlassen). Auch dieser Satz
ist ein bekanntes Beispiel: Pfeifen hilft gegen Mause im Tiefkiihlschrank.
Solange Sie das tun, wird sich keine lange darin aufhalten.
Kategorienfehler: .. .ist griin (grau)“ kann zu- oder abgesprochen wer-
den, aber auch weder zu- noch abgesprochen: Der Geist ist grin!; oder
auch Grau ist alle Theorie.

Kommentar:

Unkorperliche Dinge konnen keine Farbe haben. Selbstversténdlich ist
der Satz ,,Grau ist alle Theorie“ metaphorisch gemeint, buchstéblich
ist er selbst genauso falsch, wie der Satz ,,Jede Theorie ist nicht grau
(andersfarbig)“.
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Lo6sung 9.1.6:

Das Pridikat P(...) bedeute ,,...riecht gut“.

Dann bedeutet —P(a) ,a riecht nicht gut“.

Diese Aussagen kénnen in der nichttraditionellen Prédikationstheorie (PT)
beide falsch sein, wenn nadmlich ?P(a) wahr ist (wenn a gar nicht riecht).
Nun bedeutet ~P(a) aber ,a ist nicht wohlriechend“ (was auch der Fall ist,
wenn a gar nicht riecht). P(a) und ~P(a) sind daher auch in PT einander
kontradiktorisch entgegengesetzt und kénnen nicht beide falsch sein.

9.2 Ein System des natiirlichen Schlieflens fiir die
Pradikationstheorie

(Lésungen ab Seite 162)

Um ein System des natiirlichen Schlieflens fiir die nichttraditionelle
Pradikationstheorie zu erhalten, geniigt es, die folgende Regel zu
den aussagenlogischen Schlufiregeln hinzuzufiigen:
fl1, ... in)
~=f(in, ..y in)

Einfiihrung der inneren Negation (EiN).

Aufgabe 9.2.1:

Beweisen Sie im System des natiirlichen Schlielens folgende Theoreme:
a) 7P(s) D ~—P(s)

) —P(s) D ~P(s)

) P(s) D ~7P(s)

) ~P(s) D (~P(s) D?P(s))

SIR=3

o

e) ~P(s) AN ~P(s) D P(s)

f)  P(s) A=Q(s) D ~—P(s)veeQ(s)

8 P(s) A~Q(s) 5 (~P(5) V Q(s)) A (~P(s) V ~Q(5))
h)  (R(s1,s2) A ~R(s1,52)) D ~(R(s1,s2) V ~R(s1,52))
% —P(s) A=P(s') D ~P(s) A ~P(s)

i) P(s)V-P(s) D ~?P(s)

Aufgabe 9.2.2:
Beweisen Sie im System des natiirlichen Schlielens die Giiltigkeit der Schluf}-
regeln:

A ~f(a)
a) BiN: ~F(a)

9.1.6

NAUNY
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f(a)
EU: —
b) U ~2f(a)
Aufgabe 9.2.3:
Bewerten Sie folgende ,,Beweise“ im System des natiirlichen Schlieens der
nichttraditionellen Pradikationstheorie:
a) ~P(s) D -P(s)

1. ~P(s) A.d.B.

2. ~(~mP(s)) EiN

3.  —P(s) ~~ADA
b) —P(s) D ~P(s)

1. -P(s) A.d.B.

2. P(s) A.diB.

3. ~P(s) EiN

Widerspruch 1, 3

Aufgabe 9.2.4:

In der Sprache der nichttraditionellen Prédikationstheorie lassen sich ver-
schiedene Formeln formulieren, die so dhnlich wie das klassische Gesetz
vom ausgeschlossenen Dritten aussehen. Welche der folgenden Formeln sind
Theoreme im System des Natiirlichen Schlieflens der nichttraditionellen Pradi-
kationstheorie? Beweisen Sie die Theoreme und zeigen Sie fiir die anderen
Formeln, daf sie keine Tautologien sind:

a) P(s)V-P(s)

b) P(s)V ~P(s)

c) ?P(s)V ~7P(s)

L6ésungen
Loésung 9.2.1:
a) 1. ?P(s) A.d.B.
2. ~P(s) A ~P(s) Df. 7P(s)
3. ~—P(s) BK 2

Kommentar:
In Zeile 2 wird fiir 7P(s) definitionsgemé ~P(s) A ~—P(s) gesetzt.
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b)

1. —P(s) A.d.B.
2. P(s) A.d.i.B.
3. ~—P(s) EiN 2
Wdspr. 1, 3
Kommentar:

Dieses Theorem driickt eine grundlegende Eigenschaft der nichttradi-
tionellen Pradikationstheorie aus: Was abgesprochen wurde, darf nicht
zugesprochen werden.

1 P(s) A.d.B.

2. ?P(s) A.d.i.B.

3. ~P(s) AN ~=P(s) Df. 7P(s)

4 ~P(s) BK 3
Wdspr. 1, 4

1 ~P(s) A.d.B.

2. ~—P(s) A.d.B.

3. ~P(s) N ~=P(s) EK 1,2

4 7P(s) Df. 7P(s) 4
Kommentar:

In Zeile 4 wird fiir ~P(s) A ~—P(s) definitionsgemif ?P(s) gesetzt.

1 ~?P (s A.d.B.

2. ~=P(s) A.d.B.

3. ~(~P(s) N ~=P(s)) Df. 7P(s) 1

4 P(s) VvV =P(s) DeMorgan 3

5 P(s) Th. 2, 4
Kommentar:

In Zeile 4 wird eines der DeMorganschen Gesetze verwendet und in Zeile
5 die Beseitigung der rechten Seite der Adjunktion (in der erlaubten
Grundregel wird die linke Seite beseitigt). Beide Theoreme wurden in
Aufgabe 3.2.1 bewiesen.



164 KAPITEL 9. NICHTTRADITIONELLE PRADIKATIONSTHEORIE

f) 1 P(s) A.d.B.
2 —lQ(S) A.d.B.
3 ~(~=P(s) V Q(s)) A.di.B.
4 —P(s) A ~Q(s) DeMorgan 3
5 —P(s) BK 4
6 ~—P(s) EiN 1
Wdspr. 5, 6
Kommentar:
Das in Zeile 4 verwendete Gesetz von DeMorgan wurde in Aufgabe 3.2.1
bewiesen.
g) 1. P(s) A.d.B.
2. =Q(s) A.d.B.
3. ~—P(s) EiN 1
4. ~=P(s) V Q(s) EA 3
5. ~Q(s) Th. 2
6. ~P(s)V ~Q(s) EA 5
7. (~P(s) VQ(s)) AN (~P(s)V ~Q(s)) EK 4,6
Kommentar:
Das in Schritt 5 verwendete Theorem ist —P(s) D ~P(s), es wurde
unter b) bewiesen.
h) 1. R(Sl, 82) A.d.B.
2. NR(Sl, 82) A.d.B.
3. R(Sl, 82) V —|R(81, 82) A.di.B.
Wdspr. 1, 2
i) 1. —|P(S) A —IP(SI) A.d.B.
2. ~(~P(s) A ~P(s) A.d.i.B.
3. P(s) Vv P(s") 2
3.1. P(s) z.A.
3.2. ~—P(s) EiN
3.3. —P(s) BK 1
3.4. ~—P(s) Th. 3.2, 3.3
4.1. P(s) z.A.
4.2. ~—P(s) EiN
5. ~=P(s") RIII
6. -P(s) BK 1

Wdspr. 5, 6
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Kommentar:

In Zeile 3.4 wird das Theorem A D (~A D B) verwendet (wurde in
Aufgabe 3.2.1 beweisen), damit kann man aus zwei widerspriichlichen
Formeln jede beliebige Formel erhalten.

i) 1 P(s) Vv —P(s) A.d.B.
2. 7P(s) A.diB.
3. ~P(s) A ~=P(s) Df. 7P(s)
4. ~P(s) BK 3
5 ~—P(s) BK 3
6 —P(s) BA 1,4
Wdspr. 5, 6

Losung 9.2.2:

a) Zu zeigen ist die Beweisbarkeit folgendes Theoremschemas, aus dem die
Regel abgeleitet ist: = f (i) D ~f (i)

1. - f(7) A.d.B.

2. @) A.d.i.B.

3. ~=f(7) EiN 2
Wdpsr. 1, 3

b) Zu zeigen ist die Beweisbarkeit folgendes Theoremschemas, aus dem die
Regel abgeleitet ist: f(i) D ~7f(4)

1. (@) A.d.B.

2. 7f(4) A.d.i.B.

3. ~f(i) N ~=f(7) Df. 7f(4)

4. ~f(7) BK 3
Wdspr. 1, 4

Loésung 9.2.3:

a) Das scheinbar bewiesene Theorem ist gar keins. Der Beweis ,hakt“ in
Zeile 2, hier wird die innere Negation eingefiihrt. Das wire aber nur
erlaubt, wenn in Zeile 1 P(s) stiinde.

b) Der Beweis ist korrekt.

Losung 9.2.4:

a) Keine Tautologie, denn P(s) und —P(s) konnen beide den Wert £ an-
nehmen.

9.2.2

9.2.3

9.24
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b) Diese Formel ist ein Theorem. Beweis:

1. ~(P(s)V ~P(s)) A.diB.

2. ~P(s) A P(s) DeMorgan 1

3. ~P(s) BK 2

4.  P(s) BK 2
Wdspr. 3 4

c) Theorem. Beweis analog zu b).



Kapitel 10

Richtig oder Falsch:
Losungen

Losung 1.4.1: 1.4.1
a) Falsch

b) Richtig

c) Richtig

d) Falsch

e) Falsch

Losung 2.5.1: 2.5.1
a) Falsch

Kommentar: !

Formeln haben keinen Wahrheitswert, sondern nehmen Wahrheitswerte
fiir bestimmte Belegungen an.

b) Richtig
c) Falsch
d) Richtig
e) Richtig
f)  Falsch
Kommentar: !

Gegenbeispiel: Tautologien nehmen bei jeder Belegung den Wert w an.
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2.5.2

2.5.3

3.4.1

3.4.2

3.4.3
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Loésung 2.5.2:

a) Richtig
b) Falsch
c) Falsch
d) Richtig
e) Falsch
f) Falsch

Loésung 2.5.3:

KAPITEL 10. RICHTIG!

a) Falsch. Wenn in eine Tautologie eingesetzt wird, entsteht wieder eine
Tautologie. Das gilt, weil der Wahrheitswert einer Tautologie bei je-
der beliebigen Belegung der Variablen der Wert w ist. Die eingesetzte
Formel nimmt einen der Werte w oder £ an, unabhiingig davon die Ge-

samtformel aber wieder den Wert w.

b) Richtig
c) Falsch
d) Richtig
e) Falsch

Losung 3.4.1:

a) Falsch
b) Richtig
c) Falsch
d) Richtig
e) Falsch

Lésung 3.4.2:

a) Falsch
b) Falsch
c) Richtig
d) Richtig
e) Richtig
f) Falsch

Lo6sung 3.4.3:

a) Falsch
b) Richtig
c) Falsch
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L6sung 3.4.4: 3.4.4
a) Richtig
b) Richtig
c) Falsch
d) Falsch
e) Richtig
f) Falsch
Lo6sung 3.4.5: 3.4.5
a) Falsch
b) Falsch
c) Richtig
d) Richtig
e) Richtig
f) Falsch
g) Richtig
Lésung 3.4.6: 3.4.6

a) Falsch. Es gibt Theoreme, fiir die keine Annahmen des Beweises for-
muliert werden kénnen. Daher mufl der Beweis fiir diese dann indirekt,
das heiflt mit einer Annahme des indirekten Beweises, gefiihrt werden.

b) Richtig. Jeder direkte Beweis kann durch Hinzufiigen der Annahme des
indirekten Beweises sofort in einen um eine Zeile lingeren indirekten Be-
weis umgewandelt werden. Der Widerspruch, der den indirekten Beweis
beendet, besteht dann zwischen der letzten Zeile des direkten Beweises
und der Annahme des indirekten Beweises.

c) Richtig.

d) Falsch. Die Formel ist iiberhaupt nicht beweisbar.
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4.4.1 Losung 4.4.1:

a) Richtig
b) Falsch
c) Falsch

5.0.1  Losung 5.5.1:

a) Falsch
b) Falsch
c) Falsch
! Kommentar:

Zunéchst ist nicht sicher, ob das ,,ist“ im zweiten Pramissensatz iiber-
haupt eine Identitéit ist. Wesentlicher ist noch, dafl die ,,daf“—Kon-
struktion im ersten Pramissensatz darauf hinweist, dafl sie selbst ein
strukturierter komplizierter Ausdruck ist, in welchem die 9 nur (als Teil
der Konstruktion dieses strukturierten Ausdrucks) angefiihrt, nicht aber
als Ausdruck verwendet wird. Ersetzungen innerhalb solcher Ausdriicke
sind nicht ohne weiteres durch die Einfiihrungsregel fiir Identititen le-
gitimiert.

6.3.1 Losung 6.3.1:

a) Richtig
b) Richtig
c) Falsch
d) Falsch
! Kommentar:

In bestimmten (allerdings nicht allen!) Féllen kann geschlossen werden:
Wenn beispielsweise SiP (Einige Hunde sind Katzen.) falsch ist, dann
kann man daraus auf die Falschheit von SaP (Alle Hunde sind Katzen.)

schlielen.
e) Falsch
f) Falsch

6.3.2 Losung 6.3.2:

a) Richtig
b) Falsch
c) Falsch
d) Richtig
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Lo6sung 6.3.3:

a) Richtig
b) Richtig
¢) Falsch
d) Falsch
e) Richtig
f) Falsch

Losung 7.2.1:

a) Falsch

b) Richtig

c) Richtig
Kommentar:

Beachten Sie aber, dafl alle Theoreme der klassischen Aussagenlogik in
der Sprache Negation, Konjunktion (~, A) auch Theoreme in der intui-
tionistischen Logik sind.

d) Falsch

e) Richtig

f) Richtig

g) Falsch
Kommentar:

Damit der Intuitionist heute bereits die Wahrheit der Adjunktion aner-
kennen kann, muf} heute bereits eines der Adjunktionsglieder wahr sein.
Davon kann man aber nicht ausgehen.

6.3.3

7.2.1
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In der folgenden Tabelle wird die Verwendung der Zeichen im vorliegenden
Buch angegeben. Daneben wird in der Spalte , Alternativen“ auf entweder
andere Zeichen fiir die selbe Verwendung bei anderen Autoren, oder auf an-
dere Benennungen desselben Zeichens, oder auf eine weitere (eng begrenzte)
Verwendung im Buch verwiesen.

Zeichen Verwendung Alternativen
W Wahrheitswerte 1,t, T
f 0,f, L
DyqQyTy ey Py Gy Ty - Aussagenvariablen
Loy Zyeenr Xy Uny Zny - - Individuenvariablen
a,b,c,....an,by,cp,. .. Individuenkonstanten = Metazeichen fiir
Aussagenvariablen
Uy Jyevnsln, Jry .- - Metazeichen fiir Metazeichen
Individuenvariablen fir Subjekttermini
und  Individuenkon- (Pradikationstheo-
stanten rie)
P,Q,R,...,P,,Qn, R,,... Priadikatenkonstanten  Pridikattermini
(Prédikationstheo-
rie)
L fas [y e Metazeichen fiir Metazeichen
Priadikatenkonstanten  fiir Pradikattermini
(Prédikationstheo-
rie)
A, B,C,...,A,,B,,C,,... Metazeichen fiir

Formeln
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Zeichen Verwendung

SYMBOLVERZEICHNIS

Alternativen

~Y

Q

Klassische aussagenlogische
Negation

Innere Negation
(Prédikationstheorie)
Konjunktion

Adjunktion
Subjunktion

Bisubjunktion

Negatkonjunktion

Negatadjunktion
Allquantor

Existenzquantor

Beweisbarkeitszeichen, Ableit-
barkeitszeichen, Folgebeziehungs-
pradikat

Unbestimmtheit
(Prédikationstheorie):

26(0) = ~F(i) AF(0)

Aquivalenz

Identitat

-, (d.h. die zu negie-
rende Formel wird komplett
tiberstrichen)

&, -, kein Zeichen (d.h.
kein Operator zwischen zwei
Teilformeln wird als Kon-
junktion interpretiert)

Bezeichnung: Disjunktion

—, =
Bezeichnung: materiale Im-
plikation, Implikation

—, =

Bezeichnung: Aquivalenz

!

Bezeichnung: Peircefunkti-
on, Peircescher Pfeil

Bezeichnung:  Shefferscher
Strich, Exklusion

(...), A

Bezeichnung: Generalisator

(B..),V

Bezeichnung: Partikularisa-
tor, Einsquantor

=



SYMBOLVERZEICHNIS 175

In einigen Biichern findet man statt Klammern bisweilen auch den Punkt
»-- in Formeln. Ein Auftreten des Punktes bedeutet dann iiblicherweise, dafl
die Formel von diesem Punkt bis zum Ende als geklammert zu betrachten ist.
So entspricht z. B. p D .¢ D p der Formel p D (p D ¢) und pA.qV.p D (¢ ~q)
der Formel pA (g V (p D (g A ~q))).
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Bereits erschienene und geplante Bénde der Reihe

Logische Philosophie
Hrsg.: H. Wessel, U. Scheffler, Y. Shramko, M. Urchs
ISSN: 1435-3415

In der Reihe ,Logische Philosophie“ werden philosophisch relevante Ergebnisse der Logik vorgestellt. Dazu
gehoren insbesondere Arbeiten, in denen philosophische Probleme mit logischen Methoden gelost werden.

Uwe Scheffler/Klaus Wuttich (Hrsg.)

Terminigebrauch und Folgebeziehung
ISBN: 978-3-89722-050-8 Preis: 30,- €

Regeln fiir den Gebrauch von Termini und Regeln fiir das logische SchlieBen sind traditionell der Gegen-
stand der Logik. Ein zentrales Thema der vorliegenden Arbeiten ist die umstrittene Forderung nach speziellen
Logiken fiir bestimmte Aufgabengebiete - etwa fiir Folgern aus widerspriichlichen Satzmengen, fiir Erset-
zen in gewissen Wahrnehmungs- oder Behauptungssétzen, fiir die Analyse von epistemischen, kausalen oder
mehrdeutigen Termini. Es zeigt sich in mehreren Arbeiten, dafl die nichttraditionelle Prédikationstheorie ei-
ne verléafliche und fruchtbare Basis fiir die Bearbeitung solcher Probleme bietet. Den Beitrégen zu diesem
Problemkreis folgen vier diese Thematik erweiternde Beitrige. Der dritte Abschnitt beschiftigt sich mit der
Theorie der logischen Folgebeziehungen. Die meisten der diesem Themenkreis zugehtrenden Arbeiten sind
explizit den Systemen F*° bzw. S° gewidmet.

Horst Wessel
Logik
ISBN: 978-3-89722-057-7  Preis: 37- €

Das Buch ist eine philosophisch orientierte Einfiihrung in die Logik. Thm liegt eine Konzeption zugrunde, die
sich von mathematischen Einfithrungen in die Logik unterscheidet, logische Regeln als universelle Sprachregeln
versteht und sich bemiiht, die Logik den Bediirfnissen der empirischen Wissenschaften besser anzupassen.

Ausfiihrlich wird die klassische Aussagen- und Quantorenlogik behandelt. Philosophische Probleme der Logik,
die Problematik der logischen Folgebeziehung, eine nichttraditionelle Pradikationstheorie, die intuitionisti-
sche Logik, die Konditionallogik, Grundlagen der Terminitheorie, die Behandlung modaler Pridikate und
ausgewihlte Probleme der Wissenschaftslogik gehen iiber die iiblichen Einfithrungen in die Logik hinaus.

Das Buch setzt keine mathematischen Vorkenntnisse voraus, kann als Grundlage fiir einen einjahrigen Logik-
kurs, aber auch zum Selbststudium genutzt werden.

Yaroslav Shramko

Intuitionismus und Relevanz
ISBN: 978-3-89722-205-2 Preis: 25,- €

Die intuitionistische Logik und die Relevanzlogik gehoren zu den bedeutendsten Rivalen der klassischen Logik.
Der Verfasser unternimmt den Versuch, die jeweiligen Grundideen der Konstruktivitéit und der Paradoxien-
freiheit durch eine ,,Relevantisierung der intuitionistischen Logik* zusammenzufiithren. Die auf diesem Weg
erreichten Ergebnisse sind auf hohem technischen Niveau und werden iiber die gesamte Abhandlung hinweg
sachkundig philosophisch diskutiert. Das Buch wendet sich an einen logisch gebildeten philosophisch interes-
sierten Leserkreis.



Horst Wessel

Logik und Philosophie
ISBN: 978-3-89722-249-6  Preis: 15,30 €

Nach einer Skizze der Logik wird ihr Nutzen fiir andere philosophische Disziplinen herausgearbeitet. Mit mi-
nimalen logisch-technischen Mitteln werden philosophische Termini, Theoreme und Konzeptionen analysiert.
Insbesondere bei der Untersuchung von philosophischer Terminologie zeigt sich, dafl logische Standards fiir
jede wissenschaftliche Philosophie unabdingbar sind. Das Buch wendet sich an einen breiten philosophisch
interessierten Leserkreis und setzt keine logischen Kenntnisse voraus.

S. Wolfl

Kombinierte Zeit- und Modallogik.
Vollstiandigkeitsresultate fiir pradikatenlogische Sprachen

ISBN: 978-3-89722-310-3  Preis: 40,- €

Zeitlogiken thematisieren ,nicht-ewige* Sitze, d.h. Sitze, deren Wahrheitswert sich in der Zeit verdndern
kann. Modallogiken (im engeren Sinne des Wortes) zielen auf eine Logik alethischer Modalbegriffe ab. Kom-
binierte Zeit- und Modallogiken verkniipfen nun Zeit- mit Modallogik, in ihnen geht es also um eine Analyse
und logische Theorie zeitabhédngiger Modalaussagen.

Kombinierte Zeit- und Modallogiken stellen eine ausgezeichnete Basistheorie fiir Konditionallogiken, Hand-
lungs- und Bewirkenstheorien sowie Kausalanalysen dar. Hinsichtlich dieser Anwendungsgebiete sind vor allem
pradikatenlogische Sprachen aufgrund ihrer Ausdrucksstirke von Interesse. Die vorliegende Arbeit entwickelt
nun kombinierte Zeit- und Modallogiken fiir pradikatenlogische Sprachen und erértert die solchen logischen
Systemen eigentiimlichen Problemstellungen. Dazu werden im ersten Teil ganz allgemein multimodale Logiken
fiir pradikatenlogische Sprachen diskutiert, im zweiten dann Kalkiile der kombinierten Zeit- und Modallogik
vorgestellt und deren semantische Vollstandigkeit bewiesen.

Das Buch richtet sich an Leser, die mit den Methoden der Modal- und Zeitlogik bereits etwas vertraut sind.

H. Franzen, U. Scheffler

Logik.
Kommentierte Aufgaben und Losungen
ISBN: 978-3-89722-400-1 Preis: 15,- €

Ublicherweise wird in der Logik-Ausbildung viel Zeit auf die Vermittlung metatheoretischer Zusammenhinge
verwendet. Das Losen von Ubungsaufgaben — unerliflich fiir das Verstindnis der Theorie — ist zumeist Teil
der erwarteten selbstdndigen Arbeit der Studierenden. Insbesondere Logik-Lehrbiicher fiir Philosophen bieten
jedoch hiufig wenige oder keine Aufgaben. Wenn Aufgaben vorhanden sind, fehlen oft die Losungen oder sind
schwer nachzuvollziehen.

Das vorliegende Trainingsbuch enthélt Aufgaben mit Losungen, die aus Klausur- und Tutoriumsaufgaben in
einem 2-semestrigen Grundkurs Logik fiir Philosophen entstanden sind. Ausfiihrliche Kommentare machen
die Losungswege leicht verstdndlich. So iibt der Leser, Entscheidungsverfahren anzuwenden, Theoreme zu
beweisen u. 4., und erwirbt damit elementare logische Fertigkeiten. Erwartungsgemif beziehen sich die mei-
sten Aufgaben auf die Aussagen- und Quantorenlogik, aber auch andere logische Gebiete werden in kurzen
Abschnitten behandelt.

Diese Aufgabensammlung ist kein weiteres Lehrbuch, sondern soll die vielen vorhandenen Logik-Lehrbiicher
erginzen.



U. Scheffler

Ereignis und Zeit. Ontologische Grundlagen der Kausalrelationen
ISBN: 978-3-89722-657-9  Preis: 40,50 €

Das Hauptergebnis der vorliegenden Abhandlung ist eine philosophische Ereignistheorie, die Ereignisse iiber
konstituierende Séitze einfithrt. In ihrem Rahmen sind die wesentlichen in der Literatur diskutierten Fragen
(nach der Existenz und der Individuation von Ereignissen, nach dem Verhé&ltnis von Token und Typen, nach
der Struktur von Ereignissen und andere) lésbar. In weiteren Kapiteln werden das Verhéltnis von kausaler und
temporaler Ordnung sowie die Existenz von Ereignissen in der Zeit besprochen und es wird auf der Grundlage
der Token-Typ-Unterscheidung fiir die Prioritét der singulidren Kausalitidt gegeniiber genereller Verursachung
argumentiert.

Horst Wessel

Antiirrationalismus
Logisch-philosophische Aufsitze

ISBN: 978-3-8325-0266-9  Preis: 45,- €

Horst Wessel ist seit 1976 Professor fiir Logik am Institut fiir Philosophie der Humboldt-Universitét zu Berlin.
Nach seiner Promotion in Moskau 1967 arbeitete er eng mit seinem Doktorvater, dem russischen Logiker
A. A. Sinowjew, zusammen. Wessel hat grofien Anteil daran, dal am Berliner Institut fiir Philosophie in der
Logik auf beachtlichem Niveau gelehrt und geforscht wurde.

Im vorliegenden Band hat er Artikel aus einer 30-jihrigen Publikationstéitigkeit ausgewéhlt, die zum Teil nur
noch schwer zugénglich sind. Es handelt sich dabei um logische, philosophische und logisch-philosophische
Arbeiten. Von Kants Antinomien der reinen Vernunft bis zur logischen Terminitheorie, von Modalitédten bis
zur logischen Folgebeziechung, von Entwicklungstermini bis zu intensionalen Kontexten reicht das Themen-
spektrum.

Antiirrationalismus ist der einzige -ismus, dem Wessel zustimmen kann.

Horst Wessel, Klaus Wuttich

daf3-Termini
Intensionalidt und Ersetzbarkeit

ISBN: 978-3-89722-754-5  Preis: 34,- €

Von vielen Autoren werden solche Kontexte als intensional angesehen, in denen die iiblichen Ersetzbarkeits-
regeln der Logik nicht gelten. Eine besondere Rolle spielen dabei daf$-Konstruktionen.

Im vorliegenden Buch wird gezeigt, daf§ diese Auffassungen fehlerhaft sind. Nach einer kritischen Sichtung
der Arbeiten anderer Logiker zu der Problematik von daf-Termini wird ein logischer Apparat bereitgestellt,
der es ermoglicht, daff-Konstruktionen ohne Einschrinkungen von Ersetzbarkeitsregeln und ohne Zuflucht zu
Intensionalitéiten logisch korrekt zu behandeln.

Fabian Neuhaus

Naive Pridikatenlogik
Eine logische Theorie der Pradikation

ISBN: 978-3-8325-0556-1  Preis: 41,- €

Die logischen Regeln, die unseren naiven Redeweisen iiber Eigenschaften zugrunde liegen, scheinen evident und
sind fiir sich alleine betrachtet vollig harmlos - zusammen sind sie jedoch widerspriichlich. Das entstehende
Paradox, das Russell-Paradox, 16ste die sogenannte Grundlagenkrise der Mathematik zu Beginn des 20. Jahr-
hunderts aus. Der klassische Weg, mit dem Russell-Paradox umzugehen, ist eine Vermeidungsstrategie: Die
logische Analysesprache wird so beschrinkt, daf§ das Russell-Paradox nicht formulierbar ist.

In der vorliegenden Arbeit wird ein anderer Weg aufgezeigt, wie man das Russell-Paradox und das verwandte
Grelling-Paradox 16sen kann. Dazu werden die relevanten linguistischen Daten anhand von Beispielen analy-
siert und ein angemessenes formales System aufgebaut, die Naive Pradikatenlogik.



Bente Christiansen, Uwe Scheffler (Hrsg.)
Was folgt

Themen zu Wessel
ISBN: 978-3-8325-0500-4  Preis: 42,- €

Die vorliegenden Arbeiten sind Beitrége zu aktuellen philosophischen Diskussionen — zu Themen wie Exi-
stenz und Referenz, Paradoxien, Priadikation und dem Funktionieren von Sprache iiberhaupt. Gemeinsam
ist ihnen der Bezug auf das philosophische Denken Horst Wessels, ein Vierteljahrhundert Logikprofessor an
der Humboldt-Universitit zu Berlin, und der Anspruch, mit formalen Mitteln nachvollziehbare Ergebnisse zu
erzielen.

Vincent Hendricks, Fabian Neuhaus, Stig Andur Pedersen, Uwe Scheffler, Heinrich Wansing (Eds.)
First-Order Logic Revisited
ISBN: 978-3-8325-0475-5  Preis: 75,- €

Die vorliegenden Beitrige sind fiir die Tagung ,,75 Jahre Priadikatenlogik erster Stufe“ im Herbst 2003 in Berlin
geschrieben worden. Mit der Tagung wurde der 75. Jahrestag des Erscheinens von Hilberts und Ackermanns
wegweisendem Werk ,, Grundziige der theoretischen Logik“ begangen.

Im Ergebnis entstand ein Band, der eine Reflexion iiber die klassische Logik, eine Diskussion ihrer Grundlagen
und Geschichte, ihrer vielfiltigen Anwendungen, Erweiterungen und Alternativen enthélt.

Der Band enthalt Beitrige von Andréka, Avron, Ben-Yami, Briinnler, Englebretsen, Ewald, Guglielmi, Ha-
jek, Hintikka, Hodges, Kracht, Lanzet, Madarasz, Nemeti, Odintsov, Robinson, Rossberg, Thielscher, Toke,
Wansing, Willard, Wolenski

Pavel Materna
Conceptual Systems
ISBN: 978-3-8325-0636-0  Preis: 34,- €

We all frequently use the word “concept”. Yet do we know what we mean using this word in sundry contexts?
Can we say, for example, that there can be several concepts of an object? Or: can we state that some concepts
develop? What relation connects concepts with expressions of a natural language? What is the meaning of an
expression? Is Quine’s ‘stimulus meaning’ the only possibility of defining meaning? The author of the present
publication (and of “Concepts and Objects”, 1998) offers some answers to these (and many other) questions
from the viewpoint of transparent intensional logic founded by the late Czech logician Pavel Tichy (11994
Dunedin).

Johannes Emrich

Die Logik des Unendlichen

Rechtfertigungsversuche des tertium non datur in der Theorie des mathematischen Kontinuums
ISBN: 978-3-8325-0747-3  Preis: 39,- €

Im Grundlagenstreit der Mathematik geht es um die Frage, ob gewisse in der modernen Mathematik géngige
Beweismethoden zuléssig sind oder nicht. Der Verlauf der Debatte — von den 1920er Jahren bis heute — zeigt,
dass die Argumente auf verschiedenen Ebenen gelagert sind: die der meist konstruktivistisch eingestellten Kri-
tiker sind erkenntnistheoretischer oder logischer Natur, die der Verteidiger ontologisch oder pragmatisch. Die
Einschétzung liegt nahe, der Streit sei gar nicht beizulegen, es handele sich um grundlegend unterschiedliche
Auffassungen von Mathematik. Angesichts der immer wieder auftretenden Erfahrung ihrer Unvertriglichkeit
wiére es aber praktisch wie philosophisch unbefriedigend, schlicht zur Toleranz aufzurufen. Streiten heifit nach
Einigung streben. In der Philosophie manifestiert sich dieses Streben in der Uberzeugung einer objektiven
Einheit oder Einheitlichkeit, insbesondere geistiger Sphiren. Im Sinne dieser Uberzeugung unternimmt die
vorliegende Arbeit einen Vermittlungsversuch, der sich auf den logischen Kern der Debatte konzentriert.



Christopher von Biilow

Beweisbarkeitslogik
— Godel, Rosser, Solovay —

ISBN: 978-3-8325-1295-8  Preis: 29,- €

Kurt Godel erschiitterte 1931 die mathematische Welt mit seinem Unvollstéandigkeitssatz. Godel zeigte, wie fiir
jedes noch so starke formale System der Arithmetik ein Satz konstruiert werden kann, der besagt: ,,Ich bin nicht
beweisbar.“ Wiirde das System diesen Satz beweisen, so wiirde es sich damit selbst Liigen strafen. Also ist dies
ein wahrer Satz, den es nicht beweisen kann: Es ist unvollstdndig. John Barkley Rosser verstirkte spiter Godels
Ergebnisse, wobei er die Reihenfolge miteinbezog, in der Séitze bewiesen werden, gegeben irgendeine Auffassung
von ,Beweis“. In der Beweisbarkeitslogik werden die formalen Eigenschaften der Begriffe , beweisbar® und
,wird frither bewiesen als“ mit modallogischen Mitteln untersucht: Man liest den notwendig - Operator als
beweisbar und gibt formale Systeme an, die die Modallogik der Beweisbarkeit erfassen.

Diese Arbeit richtet sich sowohl an Logik-Experten wie an durchschnittlich vorgebildete Leser. Thr Ziel ist
es, in die Beweisbarkeitslogik einzufithren und deren wesentliche Resultate, insbesondere die Solovayschen
Vollstandigkeitssédtze, prizise, aber leicht zugénglich zu présentieren.

Niko Strobach

Alternativen in der Raumzeit
Eine Studie zur philosophischen Anwendung multidimensionaler Aussagenlogiken

ISBN: 978-3-8325-1400-6  Preis: 46.50 €

Ist der Indeterminismus mit der Relativitdtstheorie und ihrer Konzeption der Gegenwart vereinbar? Die-
se Frage ldsst sich beantworten, indem man die fiir das alte Problem der futura contingentia entwickelten
Ansitze auf Aussagen iiber das Raumartige {ibertrigt. Die dazu hier Schritt fiir Schritt aufgebaute relati-
vistische indeterministische Raumzeitlogik ist eine erste philosophische Anwendung der multidimensionalen
Modallogiken.

Neben den tiblichen Zeitoperatoren kommen dabei die Operatoren ,iiberall“ und ,irgendwo* sowie , fiir jedes
Bezugssystem® und ,,fiir manches Bezugssystem* zum Einsatz. Der aus der kombinierten Zeit- und Modal-
logik bekannte Operator fiir die historische Notwendigkeit wird in drei verschiedene Operatoren (,,wissbar,
Hfeststehend”, | beeinflussbar) ausdifferenziert. Sie unterscheiden sich beziiglich des Gebiets, in dem mégliche
Raumzeiten inhaltlich koinzidieren miissen, um als Alternativen zueinander gelten zu kénnen. Die Interaktion
zwischen den verschiedenen Operatoren wird umfassend untersucht.

Die Ergebnisse erlauben es erstmals, die Standpunkt-gebundene Notwendigkeit konsequent auf Raumzeit-
punkte zu relativieren. Dies ldsst auf einen metaphysisch bedeutsamen Unterschied zwischen deiktischer und
narrativer Determiniertheit aufmerksam werden. Dieses Buch ergénzt das viel diskutierte Paradigma der
verzweigten Raumzeit (,,branching spacetime®) um eine neue These: Der Raum ist eine Erzéhlform der Ent-
scheidungen der Natur.

Erich Herrmann Rast

Reference and Indexicality
ISBN: 978-3-8325-1724-3  Preis: 43.00 €

Reference and indexicality are two central topics in the Philosophy of Language that are closely tied together.
In the first part of this book, a description theory of reference is developed and contrasted with the prevailing
direct reference view with the goal of laying out their advantages and disadvantages. The author defends
his version of indirect reference against well-known objections raised by Kripke in Naming and Necessity
and his successors, and also addresses linguistic aspects like compositionality. In the second part, a detailed
survey on indexical expressions is given based on a variety of typological data. Topics addressed are, among
others: Kaplan’s logic of demonstratives, conversational versus utterance context, context-shifting indexicals,
the deictic center, token-reflexivity, vagueness of spatial and temporal indexicals, reference rules, and the
epistemic and cognitive role of indexicals. From a descriptivist perspective on reference, various examples
of simple and complex indexicals are analyzed in first-order predicate logic with reified contexts. A critical
discussion of essential indexicality, de se readings of attitudes and accompanying puzzles rounds up the
investigation.



Magdalena Roguska

Exklamation und Negation
ISBN: 978-3-8325-1917-9  Preis: 39.00 €

Im Deutschen, aber auch in vielen anderen Sprachen gibt es umstrittene Negationsausdriicke, die keine ne-
gierende Kraft haben, wenn sie in bestimmten Satztypen vorkommen. Fiir das Deutsche handelt sich u.a. um
die exklamativ interpretierten Sétze vom Typ:

Was macht sie nicht alles! Was der nicht schafft!

Die Arbeit fokussiert sich auf solchen Exklamationen. Thre wichtigsten Thesen lauten:

e Es gibt keine Exklamativsitze aber es gibt Exklamationen.
e Alles und nicht alles in solchen Sdtzen, haben semantische und nicht pragmatische Funktionen.

e Das ,nicht-negierende“ nicht ohne alles in einer Exklamation ist doch eine Negation. Die Exklamation
bezieht sich aber trotzdem auf denselben Wert, wie die entsprechende Exklamation ohne Negation.

e In skalaren Exklamationen besteht der Unterschied zwischen Standard- und , nicht-negierenden* Nega-
tion im Skopus von nicht.

Die Analyse erfolgt auf der Schnittstelle zwischen Semantik und Pragmatik.

August W. Sladek

Aus Sand bauen. Tropentheorie auf schmaler relationaler Basis

Ontologische, epistemologische, darstellungstechnische
Moéglichkeiten und Grenzen der Tropenanalyse

ISBN: 978-3-8325-2506-4 (4 Bénde) Preis: 198.00 €

Warum braucht eine Tropentheorie zweieinhalbtausend Seiten Text, wenn zweieinhalb Seiten ausreichen, um
ihre Grundidee vorzustellen? Weil der Verfasser zuerst sich und dann seine Leser, auf deren Geduld er baut,
tiberzeugen will, dass die ontologische Grundidee von Tropen als den Bausteinen der Welt wirklich tragt und
sich mit ihnen die Gegenstéinde nachbilden lassen, die der eine oder andere glaubt haben zu miissen. Um
metaphysischen, epistemologischen Dilemmata zu entgehen, sie wenigstens einigermaflen zu meistern, preisen
viele Philosophen Tropen als , Patentbausteine* an. Die vorliegende Arbeit will Tropen weniger empfehlen
als zeigen, wie sie sich anwenden lassen. Dies ist weit miihseliger als sich mit Andeutungen zu begniigen, wie
brauchbar sich doch Tropen erweisen werden, machte man sich die Miihe sie einzusetzen. Lohnt sich die Miihe
wirklich? Der Verfasser wollte zunéichst nachweisen, dass sie sich nicht lohnt. Das Gegenteil ist ihm gelungen.
Zwar sind Tropen wie Sandkorner. Was lésst sich schon aus Sand bauen, das Bestand hat? Wenn man nur
genug ,,Zement“ nimmt, gelingen gewiss stabile Bauten, doch wie viel und welcher ,,Zement® ist erlaubt?
Nur schwache Bindemittel diirfen es sein; sonst gibt man sich mit einer hybriden Tropenontologie zufrieden,
die Bausteine aus fremden, konkurrierenden Ontologien hinzunimmt. Die vier Béinde bieten eine schwiéchst-
mogliche und damit unvermischte, allerdings mit Varianten und Alternativen behaftete Tropentheorie an samt
ihren Wegen, Nebenwegen, Anwendungstests.



Mireille Staschok

Existenz und die Folgen
Logische Konzeptionen von Quantifikation und Pridikation

ISBN: 978-3-8325-2191-2  Preis: 39.00 €

Existenz hat einen eigenwilligen Sonderstatus in der Philosophie und der modernen Logik. Dieser Sonderstatus
erscheint in der klassischen Pradikatenlogik — {ibereinstimmend mit Kants Diktum, dass Existenz kein Pradikat
sei — darin, dass ,Existenz“ nicht als Pradikat erster Stufe, sondern als Quantor behandelt wird. In der
natiirlichen Sprache wird ,existieren dagegen pridikativ verwendet.

Diese andauernde und philosophisch fruchtbare Diskrepanz von Existenz bietet einen guten Zugang, um die
Funktionsweisen von Préidikation und Quantifikation zu beleuchten. Ausgangspunkt der Untersuchungen und
Bezugssystem aller Vergleiche ist die klassische Pradikatenlogik erster Stufe. Als Alternativen zur klassischen
Pradikatenlogik werden logische Systeme, die sich an den Ansichten Meinongs orientieren, logische Syste-
me, die in der Tradition der aristotelischen Termlogik stehen und eine nichttraditionelle Priadikationstheorie
untersucht.

Sebastian Bab, Klaus Robering (Eds.)

Judgements and Propositions
Logical, Linguistic, and Cognitive Issues
ISBN: 978-3-8325-2370-1  Preis: 39.00 €

Frege and Russell in their logico-semantic theories distinguished between a proposition, the judgement that
it is true, and the assertion of this judgement. Their distinction, however, fell into oblivion in the course of
later developments and was replaced by the formalistic notion of an expression derivable by means of pureley
syntactical rules of inference. Recently, however, Frege and Russell’s original distinction has received renewed
interest due to the work of logicians and philosophers such as, for example, Michael Dummett, Per Martin-Lf,
and Dag Prawitz, who have pointed to the central importance of o both the act of assertion and its justification
to logic itself as well as to an adequate theory of meaning and understanding.

The contributions to the present volume deal with central issues raised by these authors and their classical
predecessors: What kind of propositions are there and how do they relate to truth? How are propositions
grasped by human subjects? And how do these subjects judge those propositions according to various di-
mensions (such as that of truth and falsehood)? How are those judgements encoded into natural language,
communicated to other subjects, and decoded by them? What does it mean to procede by inference from
premiss assertions to a new judgement?

Marius Thomann

Die Logik des Konnens
ISBN: 978-3-8325-2672-6  Preis: 41.50 €

Was bedeutet es, einer Person eine praktische Fihigkeit zu attestieren? Und unter welchen Umsténden sind
derartige Fahigkeitszuschreibungen wahr, etwa die Behauptung, Max konne Gitarre spielen? Diese Fragen
stehen im Zentrum der vorliegenden Untersuchung. Thr Gegenstand ist die philosophisch-logische Analyse des
Fihigkeitsbegriffs. Als Leitfaden dient eine Analyse normalsprachlicher Fahigkeitszuschreibungen, geméifl der
Max genau dann Gitarre spielen kann, wenn er dies unter dafiir angemessenen Bedingungen normalerweise
erfolgreich tut. Drei in der Forschungsliteratur vorgeschlagene Systeme werden diskutiert, die zwar wertvolle
Impulse fiir die formale Modellierung geben, als Vertreter des so genannten modalen Ansatzes aber von der
Diagnose ontologischer Inadéquatheit betroffen sind: Die Entitdten, die als Fihigkeiten attribuiert werden,
lassen sich nicht iiber Propositionen individuieren; ohne die explizite Referenz auf Handlungstypen, die eben
gekonnt oder nicht gekonnt werden, bleibt Max’ Fahigkeit, Gitarre zu spielen, unterbestimmt. Um diesen
Einwand zu vermeiden, liegt demgeméifl der hier vorgestellten Logik des Konnens ein Gegenstandsbereich
zugrunde, dessen Struktur an der Ontologie von Handlungen orientiert ist.



Christof Dobief3

Kausale Relata

Eine Untersuchung zur Wechselbeziehung zwischen der Beschaffenheit kausaler Relata und der
Natur der Kausalbeziehung

ISBN: 978-3-8325-5083-7  Preis: 57.00 €

Dieses Buch macht nachdriicklich klar, daf§ die Thematik ,Kausale Relata“ kein Nebenschauplatz der Kau-
salitétsdiskussion ist und sich die Analyse von Kausalitit nicht auf die blofle Betrachtung der Kausalrelation
selbst beschrianken darf. Zwischen der Metaphysik der kausalen Relata und der Natur der Kausalbeziehung,
so die Hauptthese dieses Werks, besteht eine enge theoretische Wechselbeziehung.

Untersucht wird diese These anhand zentraler kausaler Problembereiche: (1) der kausalen Pridemption, (2)
der Transitivitdt der Kausalitdt, (3) der dispositionalen Verursachung, (4) der negativen Verursachung und
(5) der Konzeption von Verursachung als ,,qualitativem Fortbestand® (,,qualitative persistence®).

Wihrend die Probleme der Praemption und des qualitativen Fortbestands in der Auseinandersetzung zwischen
kontrafaktischen Kausalkonzeptionen und Transfertheorien Bedeutung entfalten, betreffen die Transitivitit
der Kausalitit sowie negative und dispositionale Verursachung nahezu alle Kausaltheorien. Der Forderung
nach der Transitivitdt der Kausalitdt kann nur durch eine hinreichend prézise und eindeutig gefaite Konzep-
tion der kausalen Beziehungstriager entsprochen werden. Ob Dispositionen oder Negativereignisse in kausale
Beziehungen treten konnen, hingt entscheidend davon ab, inwiefern Entitéiten dieser Art ein ontologisches
Bleiberecht zugestanden wird.



Logische Philosophie
Hrsg.: H. Wessel, U. Scheffler, Y. Shramko und M. Urchs

In der Reihe ,,Logische Philosophie® werden philosophisch re-
levante Ergebnisse der Logik vorgestellt. Dazu gehdren ins-
besondere Arbeiten, in denen philosophische Probleme mit
logischen Methoden gelost werden.

Ublicherweise wird in der Logik-Ausbildung viel Zeit auf
die Vermittlung metatheoretischer Zusammenhinge verwen-
det. Das Losen von Ubungsaufgaben — unerldflich fiir das
Verstdndnis der Theorie — ist zumeist Teil der erwarteten
selbstindigen Arbeit der Studierenden. Insbesondere Logik-
Lehrbiicher fiir Philosophen bieten jedoch hiufig wenige oder
keine Aufgaben. Wenn Aufgaben vorhanden sind, fehlen oft
die Losungen oder sind schwer nachzuvollziehen.

Das vorliegende Trainingsbuch enthélt Aufgaben mit Losun-
gen, die aus Klausur- und Tutoriumsaufgaben in einem 2-
semestrigen Grundkurs Logik fiir Philosophen entstanden
sind. Ausfiihrliche Kommentare machen die Losungswege
leicht verstandlich. So {ibt der Leser, Entscheidungsverfahren
anzuwenden, Theoreme zu beweisen u. ., und erwirbt damit
elementare logische Fertigkeiten. Erwartungsgemifl beziehen
sich die meisten Aufgaben auf die Aussagen- und Quanto-
renlogik, aber auch andere logische Gebiete werden in kurzen
Abschnitten behandelt.

Diese Aufgabensammlung ist kein weiteres Lehrbuch, sondern
soll die vielen vorhandenen Logik-Lehrbiicher erginzen.

Logos Verlag Berlin

T
ISBN 3-89722-400-3



	1 Sprache (AL) 
	1.1 Formeldefinitionen 
	1.2 Natürliche Sprache und Aussagenlogik 
	1.3 Klammern 
	1.4 Richtig oder Falsch? 

	2 Aussagenalgebra 
	2.1 Entscheidungsverfahren 
	2.2 Vollständigkeit und Unabhängigkeit 
	2.3 Ersetzung und Einsetzung 
	2.4 Normalformtheorie 
	2.5 Richtig oder falsch? 

	3 Beweise 
	3.1 Axiomatischer Aufbau 
	3.2 Natürliches Schließen 
	3.3 Natürliche Sprache 
	3.4 Richtig oder falsch? 

	4 Sprache & Semantik (PL) 
	4.1 Die Formeldefiition in der Prädikatenlogik 
	4.2 Semantik (QL) I: Interpretationen 
	4.3 Semantik (QL) II: Entscheidungsverfahren 
	4.4 Richtig oder falsch? 

	5 Natürliches Schließen (PL) 
	5.1 Prädikatenlogik ohne Identität 
	5.2 Abgeleitete Schlussregeln 
	5.3 Prädikatenlogik mit Identität 
	5.4 Natürliche Sprache 
	5.5 Richtig oder falsch? 

	6 Traditionelle Logik 
	6.1 Logisches Quadrat & direkte Schlüsse 
	6.2 Syllogistik 
	6.3 Richtig oder falsch? 

	7 Intuitionistische Logik 
	7.1 Dialogverfahren 
	7.2 Richtig oder Falsch? 

	8 Logische Folgebeziehung 
	8.1 Sprache und Begriff 
	8.2 Theorien 

	9 Nichttraditionelle Prädikationstheorie 
	9.1 Sprache und Semantik 
	9.2 Natürliches Schließen 

	10 Richtig! 
	Symbolverzeichnis 

