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1. Introduction
In this thesis we consider a physical system made up of atoms which are
in a static mechanical equilibrium. Thus, we have zero temperature, i. e.,
each atom has zero velocity, and the net force on each atom is zero. The
atoms form an objective (atomic) structure like a lattice, graphene or
a nanotube. Objective structures are defined by means of group theory
which enables us to capitalize on their high symmetry. The atoms inter-
act via a potential, e. g., the Lennard-Jones potential, which implicitly
defines the configurational energy on the space of all periodic displace-
ments. We consider only small displacements; particularly we are in the
elasticity regime. The aim of this thesis is a theory of the (local) stability
of the objective structure in this atomistic model. Usually, stability is
defined by a second derivative test: An object at an equilibrium point is
called stable if the second derivative of the configurational energy (at the
equilibrium point) is coercive with respect to an appropriate seminorm.
In this thesis we study which seminorm is appropriate for this stability
condition. Further, we provide an efficient algorithm which checks the
stability of an objective structure for a given interaction potential. We
illustrate the algorithm by computing numerically the atomistic stability
region of a toy model and a nanotube. In order to justify our choice of the
seminorm, we also show that under certain reasonable assumptions, the
second derivative of the configurational energy is bounded with respect to
this seminorm. Thus, for a stable objective structure, the seminorm in-
duced by the second derivative of the configurational energy is equivalent
to our seminorm. Moreover, we show for a large class of objective struc-
tures as lattices and graphene that our second derivative test is indeed a
sufficient condition for a local minimum of the configurational energy.

If the atoms form a lattice, the theory and the algorithm is well-
understood, see, e. g., [40]. In this thesis we generalize the results from
lattices to objective (atomic) structures, i. e., we assume that the set
of positions of the atoms is equal to the orbit of a discrete subgroup
of the Euclidean group under a point of the Euclidean space. We also
assume that the stabilizer subgroup is trivial and thus we have a natural
bijection between the discrete group and the atoms. The main issues for
the generalization are the following:
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(i) For a lattice there exists only one appropriate seminorm up to
equivalence for the definition of stability. We show that for an
objective structure there generally exist two appropriate nonequiv-
alent seminorms: one for a stretched and one for a unstretched,
i. e., stress-free, objective structure. For this purpose, we prove a
discrete version of Korn’s inequality and the equivalence of different
seminorms for objective structures. If the objective structure is a
lattice, this inequality implies the equivalence of the two appropri-
ate seminorms.

(ii) For lattices it is well-known that their high symmetry implies that
the second derivative of the configurational energy can be block
diagonalized by means of Fourier analysis. We show that this gen-
eralizes to objective structures by means of harmonic analysis. The
crux move is that due to the high symmetry of the objective struc-
ture which we have mathematically specified by the group, the op-
erator associated with the second derivative of the configurational
energy is left-translation-invariant. Thus, by harmonic analysis, the
operator is a convolutional operator as well as a multiplier operator.
Analogously, this is also true for the bilinear form which induces the
appropriate seminorm. Roughly speaking, the Fourier transform si-
multaneously block diagonalizes the (infinite-dimensional) Hessian
matrix and the matrix associated with the seminorm. This enables
us to efficiently check the coerciveness of the second derivative of
the configurational energy and hence the stability of an objective
structure.

1.1. State of the art
The Cauchy-Born rule is a homogenization postulation to relate contin-
uum theory to atomistic theory, see, e.g., the survey article [27]. If for a
lattice the Cauchy-Born rule is valid, an elastic energy expression, more
precisely a continuum energy functional with the linearized Cauchy-Born
energy density, can be rigorously derived from an atomistic model as a
Γ-limit. This was first done in one dimension [14] and then generalized
to arbitrary dimensions [53, 16, 2, 12]. Also in plate theory, continuum
models have been rigorously derived by Γ-convergence, see [32] for thick
films and [51, 52] for thin films. For sheets, plates, and rods, contin-
uum theories have also been derived with generalized Cauchy-Born rules;
see, e.g., [60] for a general overview, [6] for the exponential Cauchy-Born
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rule that takes into account curvature, and [25] for the Saint-Venant’s
principle for nanotubes.

For a given interaction potential, in general it is hard to check the
Cauchy-Born rule. Nevertheless, for a two-dimensional and for an ar-
bitrary-dimensional mass-spring model, the validity and failure of the
Cauchy-Born rule depending on its deformation has been proven in [33]
and in [21], respectively. Also for graphene [31] and nanotubes [30], the
validity of the Cauchy-Born rule has been rigorously proven.

There exist several definitions of stability which, in particular, pro-
vide a detailed analysis of the Cauchy-Born rule. The main difference
between these stability definitions is the space of the allowed perturba-
tions; see, e. g., [26]. For hard-loading devices which we consider in this
thesis, periodic boundary conditions and periodic perturbations are an
appropriate model, see [17]. As mentioned above, for lattices with pe-
riodic boundary conditions, the definition of stability in the atomistic
model by Hudson and Ortner [40] is natural. Their definition requires
that the second derivative is not only positive definite but also coer-
cive. Moreover, they rigorously derive an algorithm such that they can
numerically determine the stability region of a lattice. Based on this,
in [17] the authors discuss the notion of stability in detail and derive
the stability region and the failure of the Cauchy-Born rule analytically
in an example. In [46] the authors generalize results of [40] to multi-
lattices and they also discuss the equivalence class of the appropriate
norm.

An application of this atomistic stability condition is that under its as-
sumption, solutions of the equations of continuum elasticity with smooth
body forces are asymptotically approximated by the corresponding atom-
istic equilibrium configurations. For both the static and the dynamic
case, this has been proven for small displacements on a flat torus [24, 23],
for the full space problem with a far-field condition [48], and for pre-
scribed boundary values [17, 15].

In order to generalize the Cauchy-Born rule to a larger class of objects,
James [41] defines objective structures by means of discrete subgroups of
the Euclidean group. A characterization of the discrete subgroups of
the three-dimensional and of an arbitrary-dimensional Euclidean group
can be found in [18] and [3], respectively. In addition, the irreducible
representations of space groups are well-known, see, e. g., [11, 13, 56].
To examine stability information of objective structures, James says that
one should be able to do phonon analysis along the lines already done
for crystal lattices. In [1] this is done for a three-dimensional objective
structures which can be described by an abelian group.
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1.2. Outline
In Chapter 2 we study discrete subgroups of the Euclidean group. More-
over, we define periodic functions on these subgroups and adapt well-
known theorems from harmonic analysis to our setting. In Section 2.1
we collect basic definitions and properties of the Euclidean group. In
Section 2.2 we state some well-known theorems about space groups. In
Section 2.3 we cite a characterization of discrete subgroups (of the Eu-
clidean group). In order to define periodic boundary conditions, we after-
wards present a series of normal subgroups for a given discrete subgroup,
see Theorem 2.17. In Subsection 2.3.1 we collect some definitions and
theorems of harmonic analysis like the definition of the dual space and
the definition of induced representations. Up to a negligible set, the dual
space of a discrete subgroup is equal to a set of certain induced repre-
sentations. In Subsection 2.3.2 we analyze these induced representations,
see Theorem 2.43. In Subsection 2.3.3 we define the inner product space
of all periodic functions. Then, we define the Fourier transform for both
periodic and absolutely summable functions and formulate well-known
theorems like the Plancherel formula for our setting. In Subsection 2.3.4
we generalize the Cauchy-Born rule to objective structures. Since we
are interested in the atomistic stability region, we also analyze the de-
pendence of the discrete group on the macroscopic deformation matrix.
In Subsection 2.3.5 we specify a series of normal subgroups for a given
discrete subgroup and represent the corresponding finite quotient groups
as semidirect products. The remainder of the thesis does not depend on
the results of this subsection. In Section 2.4 we describe an orbit of a
point under the action of the discrete subgroup by, for instance, its affine
dimension and a canonical coordinate system.

In Chapter 3 we define and examine the appropriate seminorms on
the space of all periodic displacements. The finite-dimensional kernel
of these seminorms corresponds to the isometries due to the invariance
of the configurational energy under isometries such as a translation. In
Section 3.1 we motivate the definition of the seminorm for the unstretched
case. In particular, we introduce and linearize our physical model; e.g.,
rotations are approximated by infinitesimal rotations. In Section 3.2 we
study this seminorm, prove its equivalence to similar seminorms and show
a discrete version of Korn’s inequality. In the next section we define and
study the seminorm for the stretched case analogously. For the sake
of completeness, in Section 3.4 we consider a third seminorm which is
analogously defined to the two seminorms before. For a lattice, all of
these seminorms are equivalent, see Corollary 3.42. In Section 3.5 we
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provide an example which shows that there exists no trivial formula of
the seminorm in the Fourier space.

Chapter 4 is devoted to generalization the characterization of the sta-
bility constant of [40, Theorem 3.6(b)] from lattices to objective struc-
tures. This characterization resolves the central issue of the validation
of the coerciveness and thus we have an algorithm to check stability.
Moreover, we show that under realistic physical assumptions, the sec-
ond derivative of the configurational energy is bounded by the seminorm.
In Section 4.1 we define a very general many-body interaction potential
with infinite range which we assume to be smooth and invariant under
rotations. The interaction potential induces the configurational energy
on the space of all periodic displacements. Moreover, we define stabil-
ity in the atomistic model and a stability constant. In the next section
we show how to check if an objective structure corresponds to a critical
point of the configurational energy, see Corollary 4.16. For example, a
simple lattice always corresponds to a critical point, see Corollary 4.17.
In Section 4.3 we show for a large class of objective structures as lat-
tices, that the stability of the objective structure is a sufficient condition
that it corresponds to a local minimum of the configurational energy.
In Section 4.4 we show that the second derivative of the configurational
energy is bounded with respect to an appropriate seminorm under cer-
tain assumptions but particularly in dimension three, see Theorem 4.28,
Theorem 4.34 and Theorem 4.39. In the next section we provide a charac-
terization of the stability constant, see Theorem 4.51 and Theorem 4.54.
In the proofs the Clifford theory is used. This theory describes the re-
lation between representations of a group and of a normal subgroup. In
Section 4.6 we summarize all results by providing an algorithm how to
numerically check the stability of a given objective structure and of a
interaction potential. Then we illustrate our results, first by means of a
toy model and then by a nanotube. In particular, we see which seminorm
is appropriate for the stretched and which seminorm is appropriate for
the unstretched case.
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2. Discrete subgroups of the
Euclidean group

We will use the following notation. For all groups G and subsets S1, S2 ⊂
G we denote

S1S2 := {s1s2 | s1 ∈ S1, s2 ∈ S2} ⊂ G

the product of group subsets. For all groups G, S ⊂ G, n ∈ Z and g ∈ G
we denote

Sn := {sn | s ∈ S} ⊂ G
and

gS := {gs | s ∈ S} ⊂ G.

For two groups G,H we write H < G if H is a proper subgroup of G and
H / G if H is a normal subgroup of G. For a subset S of a group G we
write 〈S〉 for the subgroup generated by S.
Moreover, let N be the set of all positive integers {1, 2, . . . }, Zn be the
group Z/(nZ), ei be the ith standard coordinate vector (0, . . . , 0, 1, . . . , 0)
∈ Rd and In ∈ Rn×n be the identity matrix of size n. We use capital
letters for matrices, and the direct sum of two matrices A and B is

A⊕B :=
(
A 0
0 B

)
.

2.1. The Euclidean group
Let d ∈ N be the dimension. We denote the set of all Euclidean distance
preserving transformations of Rd into itself by the Euclidean group E(d).
The elements of E(d) are called Euclidean isometries. It is well-known
that the Euclidean group E(d) can be described concretely as the outer
semidirect product of Rd and O(d), the orthogonal group in dimension d:

E(d) = O(d) nRd.
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The group operation is given by

(A1, b1)(A2, b2) = (A1A2, b1 +A1b2)

for all (A1, b1), (A1, b2) ∈ E(d), and the inverse of (A, b) ∈ E(d) is

(A, b)−1 = (A−1,−A−1b).

Moreover, we define the homomorphism

L : E(d)→ O(d)
(A, b) 7→ A

and the map

τ : E(d)→ Rd

(A, b) 7→ b.

For all (A, b) ∈ E(d) we call L((A, b)) the linear component and τ((A, b))
the translation component of (A, b). Note that every isometry g ∈ E(d)
is uniquely defined by its linear and translation component:

g = (Id, τ(g))(L(g), 0).

We call an Euclidean isometry (A, b) a translation if A = Id. All transla-
tions form the group of translations Trans(d), which is the abelian sub-
group of E(d) given by

Trans(d) := {Id}nRd.

We call a set of translations linearly independent if their translation com-
ponents are linearly independent. The natural group action of E(d) on
Rd is given by

(A, b) · x := Ax+ b for all (A, b) ∈ E(d) and x ∈ Rd.

In this thesis we use a calligraphic font for subsets and particularly for
subgroups of E(d). For every group G < E(d) we denote the orbit of a
point x ∈ Rd under the action of the group G by

G · x := {g · x | g ∈ G}.

We endow E(d) with the subspace topology of the Euclidean space Rd×d×
Rd such that E(d) is a topological group. It is well-known that a subgroup
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G < E(d) is discrete if and only if for every x ∈ Rd the orbit G·x is discrete,
see, e.g., [19, Exercise I.1.4]. In particular, every finite subgroup of E(d)
is discrete.
A discrete group G < E(d) is said to be decomposable if the group repre-
sentation

G → GL(d+ 1,C)

(A, b) 7→
(
A b
0 1

)
is decomposable, i. e., there is a decomposition of Rn+1 into the direct
sum of two proper subspaces invariant under {(A b

0 1 ) | (A, b) ∈ G}. If this
is not the case, the discrete group G is called indecomposable, see, e. g.,
[18, Appendix A.3]. An indecomposable discrete group G < E(d) is also
called a (d-dimensional) space group. In this thesis we will use the term
space group. In section 2.2 and 2.3 we also present a (well-known) char-
acterization of the space groups and the decomposable discrete subgroups
of E(d), respectively, which does not use representation theory.
In the physically important case d = 3, all space groups and discrete
decomposable subgroups of E(3) are well-known and classified, see, e. g.,
[5] and [47], respectively.

2.2. Space groups
The following theorem is well-known, see, e. g., [18, Appendix A.3].

Theorem 2.1. Let d ∈ N be the dimension. A discrete subgroup of E(d)
is a space group if and only if its subgroup of translations is generated by
d linearly independent translations.

Also the following theorem is well-known.

Theorem 2.2. Let G be a d-dimensional space group and T its subgroup
of translations. Then it holds:

(i) The group T is a normal subgroup of G and isomorphic to Zd.

(ii) The point group L(G) of G is finite.

(iii) The map
G/T → L(G), (A, a)T 7→ A

is bijective and particularly, also G/T is finite.
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Proof. (i) This is clear by Theorem 2.1. (ii) See, e. g., [19, Theorem I.3.1].
(iii) It is easy to see that the map is bijective and by (ii) the set G/T is
finite.

Corollary 2.3. Let G be a d-dimensional space group and T its subgroup
of translations. Then for all N ∈ N the set T N is a normal subgroup of
G and isomorphic to Zd.

Proof. This is clear by Theorem 2.2(i).

2.3. Discrete subgroups of the Euclidean group
Two subgroups G1,G2 < E(d) are termed conjugate subgroups under the
group E(d) if there exists some g ∈ E(d) such that g−1G1g = G2. Note
that every conjugation of a subgroup of E(d) under E(d) corresponds to
a coordinate transformation in Rd.
Now we characterize the discrete subgroups of E(d). For this purpose for
all d1, d2 ∈ N we define the group homomorphism

⊕ : O(d1)× E(d2)→ E(d1 + d2)

(A1, (A2, b2)) 7→ A1 ⊕ (A2, b2) :=
((

A1 0
0 A2

)
,

(
0
b2

))
.

Theorem 2.4. Let d ∈ N be the dimension and G < E(d) be discrete.
Then there exist d1, d2 ∈ N0 such that d = d1 + d2, a d2-dimensional
space group S and a discrete group G′ < O(d1) ⊕ S such that G is con-
jugate under E(d) to G′ and π(G′) = S, where π is the natural surjective
homomorphism O(d1)⊕ E(d2)→ E(d2), A⊕ g 7→ g.

Proof. Let d ∈ N be the dimension and G < E(d) be discrete. If G is a
space group, the assertion is trivial. If G is finite, then G is conjugate
under E(d) to a finite subgroup of O(d) n {0d} ∼= O(d), see, e. g., [47,
Section 4.12]. If G is an infinite decomposable discrete subgroup of E(d),
the assertion is proven in [18, A.4 Theorem 2].

Remark 2.5. Here O(d1) ⊕ S is understood to be O(d) if d1 = d and to
be S if d1 = 0.
For the remainder of this section we fix the dimension d ∈ N, the discrete
group G < E(d) and the quantities d1, d2, T , F , S, TS by the following
definition.
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Definition 2.6. Let d ∈ N be the dimension. Let d1, d2 ∈ N0 be
such that d = d1 + d2. Let S be a d2-dimensional space group. Let
G < O(d1)⊕ S be discrete such that π(G) = S, where π is the natural
surjective homomorphism O(d1)⊕ E(d2)→ E(d2), A⊕ g 7→ g. Let F be
the kernel of π|G and TS be the subgroup of translations of S. Let T ⊂ G
such that the map T → TS , g 7→ π(g) is bijective.

Remark 2.7. (i) By Theorem 2.4 for every discrete group G′ < E(d)
there exists some discrete group G as in Definition 2.6 such that G
is conjugate to G′ under E(d).

(ii) If d1 = 0, we have d2 = d, G = S, T = TS and F = {id}. If d1 = d,
we have d2 = 0, G is finite, G = F and T = {id}.

(iii) The quantities d, d1, d2, F , S and TS are uniquely defined by
G. In general for given G there is no canonical choice for T , see
Example 2.9.

(iv) Let G be given. In general, for every choice of T the set T is not a
subset of Trans(d), see Example 2.8. Moreover, in general for every
choice of T the set T is not a group and the elements of T do not
commute, see Example 2.10.

(v) Let G be given. One possible choice for T is the following. Let
t1, . . . , td2 ∈ TS be such that {t1, . . . , td2} generates TS . For all
i ∈ {1, . . . , d2} let gi ∈ G such that π(gi) = ti. Upon this, we define

T = {gn1
1 . . . g

nd2
d2
|n1, . . . , nd2 ∈ Z}.

For the following example and the remainder of the thesis for all angles
α ∈ R we define the rotation matrix

R(α) :=
(

cos(α) − sin(α)
sin(α) cos(α)

)
∈ O(2). (2.1)

Example 2.8 (Helical groups). Let d1 = 2, d2 = 1, α ∈ R be an angle,
n ∈ N,

T =
〈
R(α)⊕ (I1, 1)

〉
, F =

〈
R(2π/n)⊕ (I1, 0)

〉
and

P =
〈( 1 0

0 −1
)
⊕ (−I1, 0)

〉
.

Then T is isomorphic to Z, F is a cyclic group of order n, P is a group
of order 2 and FP a dihedral group of order 2n. Moreover, T , T F ,
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T P and T FP are decomposable discrete subgroups of E(3). If we have
α ∈ R \ (2πQ), the groups T , T F , T P and T FP are so called helical
groups, i. e. infinite discrete subgroups of the Euclidean group E(3) which
do not contain any translation except the identity.

Example 2.9 (The choice of T is not unique.). Let t = (I1, 1), F0 =
{I2, R(π)}, S = TS = 〈t〉 and

G =
{

(R(nπ/2)F )⊕ tn
∣∣∣n ∈ Z, F ∈ F0

}
< E(3).

Then the choice R(π/2) ⊕ t ∈ T as well as R(3π/2) ⊕ t ∈ T is possible.
In particular, the choice of T is not unique.

Example 2.10. We present a discrete group G < E(8) such that for
every choice of T the set T is not a group and the elements of T do not
commute.
Let α1, α2 ∈ R \ (2πQ) be angles, R1 = R(α1), R2 = R(α2), R3 =
R(π/2), S = ( 1 0

0 −1 ), t1 = (I2, e1) and t2 = (I2, e2). Then we have
〈R1〉 ∼= Z, 〈R2〉 ∼= Z, and 〈R3, S〉 < O(2) is a dihedral group. Let
S = TS = {tn1

1 tn2
2 |n1, n2 ∈ Z},

G :=
{(

Rn1
1 ⊕R

n2
2 ⊕ (Sn1Rn2+m

3 )
)
⊕
(
tn1
1 tn2

2
) ∣∣∣∣n1, n2 ∈ Z,m ∈ {0, 2}

}
22 < E(8)

and π : G → S be the natural surjective homomorphism with kernel F =
{id, (I4⊕R2

3)⊕ idE(2)}. Let T ⊂ G such that the map T → TS , g 7→ π(g)
is bijective. Since t1, t2 ∈ TS , there exist m1,m2 ∈ {0, 2} such that
t′1 := (R1⊕ I2⊕ (SRm1

3 ))⊕ t1 ∈ T and t′2 := (I2⊕R2⊕R1+m2
3 )⊕ t2 ∈ T .

We have t′1t′2 6= t′2t
′
1 since

t′1t
′
2(t′1)−1(t′2)−1 =

(
I4 ⊕ (SRm1

3 R1+m2
3 R−m1

3 SR−1−m2
3 )

)
⊕ idE(2)

= (I4 ⊕R2
3)⊕ idE(2).

(2.2)

Thus, the elements of T do not commute.
Now we suppose that T is a group. Since π−1(idE(2)) = F and by (2.2),
we have π−1(idE(2)) ⊂ T . This contradicts the claim that π|T is bijective.
Thus, T is not a group.

The following lemma characterizes the group G.

Lemma 2.11. (i) The group F is finite.
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(ii) For all n ∈ N the set T nF is independent of the choice of T , and
it holds

T nF / G.
In particular, it holds T F / G.

(iii) The map G/T F → S/TS , gT F 7→ π(g)TS is a group isomorphism,
where π : G → S is the natural surjective homomorphism with kernel
F . In particular, G/T F is finite.

(iv) For all n ∈ N the map TS → T nF/F , t 7→ ϕ(tn)F is a group
isomorphism, where ϕ : T nS → T n is the canonical bijection. In
particular, the group T F/F is commutative.

(v) For all n ∈ Z \ {0} the map T → T n, t 7→ tn is bijective.

Proof. Let π : G → S be the natural surjective homomorphism with ker-
nel F .

(i) Since G is discrete, the group F is discrete. Moreover, F is a
subgroup of O(d1)⊕ {idE(d2)}. Thus, the group F is finite.

(ii) Let n ∈ N. The set T nF is the preimage of T nS under π. Since T nS
is a normal subgroup of S, the set T nF is a normal subgroup of G.

(iii) This is clear, since T F is the preimage of TS under π.

(iv) Let n ∈ N. Since TS is isomorphic to Zd2 , the map ϕ1 : TS → T nS ,
t 7→ tn is a group isomorphism. Since F is the kernel of π and
T nF the preimage of T nS under π, the map ϕ2 : T nF/F → T nS ,
gF 7→ π(g) is an isomorphism. This implies the assertion, i. e. the
map ϕ−1

2 ◦ ϕ1 is an isomorphism.

(v) Let n ∈ Z \ {0}. The map ψ : T → T n, t 7→ tn is surjective. Since
the map TS → T nS , t 7→ tn is injective, the map ψ is injective and
thus, bijective.

Lemma 2.12. Let m ∈ Z \ {0} such that T m is a group. Then, the map

TS → T m

t 7→ ϕ(t)m

is a group isomorphism, where ϕ : TS → T is the canonical bijection. In
particular, T m is isomorphic to Zd2 .
Furthermore, for all n ∈ Z it holds

T nm / T m.
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Proof. Let m ∈ Z\{0} such that T m is a group. Let π : T F → TS be the
natural surjective homomorphism with kernel F . Let ϕ be the inverse
function of π|T , i. e. ϕ : TS → T is the canonical bijection. The map

ψ1 : TS → T F/F , t 7→ ϕ(t)F

is an isomorphism. Since T F/F is isomorphic to Zd2 and (T F/F)m =
T mF/F , the map

ψ2 : T F/F → T mF/F , t 7→ tm

is an isomorphism. Since T m is a group, the map

ψ3 : T m → T mF/F , g 7→ gF

is an isomorphism. The map

TS → T m, t 7→ ϕ(t)m

is equal to ψ−1
3 ◦ ψ2 ◦ ψ1 and thus, an isomorphism.

Let n ∈ Z. Since T m is isomorphic to Zd2 , we have T mn = (T m)n /
T m.

Definition 2.13. We define the set

M0 := {m ∈ N | T m is a normal subgroup of G}.

Remark 2.14. Let N ∈ N. Then, the quotient group G/T N is well-defined
if and only if N ∈M0.

Proposition 2.15. For all m ∈ M0 the group T m is a subgroup of the
center of T F .

Proof. Let m ∈M0, t ∈ T and g ∈ T F . By Lemma 2.11(iv) there exists
some f ∈ F such that

gtm = tmgf.

Since m ∈M0, it follows

f = g−1t−mgtm ∈ T m.

Since T m ∩ F = {id}, we have f = id, i. e. g and tm commute.

Lemma 2.16. The set M0 is not empty.



2.3. Discrete subgroups of the Euclidean group 19

Proof. Since F is a normal subgroup of G, for all g ∈ G the map

ϕg : F → F , f 7→ g−1fg

is a group automorphism. Let n be the order of the automorphism group
of F . For all g ∈ G it holds ϕng = id. Thus for all g ∈ G and f ∈ F we
have

gnf = fgn, (2.3)

i. e. gn and f commute.
Now we show that for all g, h ∈ T F the elements gn|F| and h commute.
Let g, h ∈ T F . Since T F/F is commutative, there exists some f ∈ F
such that

h−1gnh = gnf.

With (2.3) it follows

h−1gn|F|h = (h−1gnh)|F| = (gnf)|F| = gn|F|f |F| = gn|F|. (2.4)

Now we show that T n|F|2 is a subgroup of T F . Let t, s ∈ T . We have
to show that tn|F|2s−n|F|2 ∈ T n|F|2 . Let r ∈ T and f ∈ F such that
ts−1 = rf . Since T F/F is commutative, there exists some e ∈ F such
that tn|F|s−n|F| = rn|F|e. By (2.4) and (2.3) we have

tn|F|
2
s−n|F|

2
= (tn|F|s−n|F|)|F| = (rn|F|e)|F| = rn|F|

2
e|F| = rn|F|

2

∈ T n|F|
2
.

Now we show that T n|F|2 is a normal subgroup of G. Let g ∈ G and
t ∈ T . We have to show that

g−1tn|F|
2
g ∈ T n|F|

2
.

Since T nF is a normal subgroup of G, there exist some s ∈ T and f ∈ F
such that

g−1tng = snf.

By (2.3) we have

g−1tn|F|
2
g = (g−1tng)|F|

2
= (snf)|F|

2
= sn|F|

2
f |F|

2
= sn|F|

2
∈ T n|F|

2
.

Theorem 2.17. There exists a unique m0 ∈ N such that M0 = m0N.
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Proof. We define the set

M̃0 := {m ∈ Z | T m is a normal subgroup of G}.

First we show that M̃0 is a subgroup of the additive group of integers Z.
It is clear that 0 ∈ M̃0. Let n1, n2 ∈ M̃0. We have to show that n1−n2 ∈
M̃0. Let ϕ : TS → T be the canonical bijection. By Proposition 2.15 and
Lemma 2.12, for all t, s ∈ TS it holds

ϕ(t)n1−n2ϕ(s)−(n1−n2) = ϕ(t)n1ϕ(s)−n1ϕ(t)−n2ϕ(s)n2

= ϕ(ts−1)n1ϕ(ts−1)−n2

= ϕ(ts−1)n1−n2 ∈ T n1−n2 ,

and thus, T n1−n2 is a group. It remains to show that T n1−n2 is a normal
subgroup of G. Without loss of generality we assume that n1, n2 6= 0,
i. e. n1n2 6= 0. Let g ∈ G and t ∈ T . Since T n1 , T n2 / G, there exist
some s1, s2 ∈ T such that gtn1g−1 = sn1

1 and gtn2g−1 = sn2
2 . Since

sn1n2
1 = gtn1n2g−1 = sn1n2

2 and the map T → T n1n2 , r 7→ rn1n2 is
bijective, it holds s1 = s2. Now we have

gtn1−n2g−1 = (gtn1g−1)(gtn2g−1)−1 = sn1−n2
1 ∈ T n1−n2 .

By Lemma 2.16 and since M0 ⊂ M̃0, the group M̃0 is nontrivial. Since
every nontrivial subgroup of Z is equal to nZ for some n ∈ N, see, e. g.,
[20, Article 36], there exists a unique m0 ∈ N such that M̃0 = m0Z. Now,
we have

M0 = M̃0 ∩ N = m0N.

Remark 2.18. (i) The proof of Lemma 2.16 shows that m0 divides
|F|2|Aut(F)|, where m0 ∈ N is such that M0 = m0N and Aut(F)
is the automorphism group of F . In particular, we have an upper
bound for m0.

(ii) The group G is virtually abelian since for all m ∈ M0 the index of
the abelian subgroup T m in G is md2 |F||G/T F| and thus, finite.

2.3.1. The dual space and induced representations
In this subsection we define some terms of representation theory. In our
set-up it is not restrictive to only consider finite-dimensional representa-
tions, see Remark 2.20 below.
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Definition 2.19. Let H be a finite group or a discrete subgroup of E(d).
A representation of H is a homomorphism ρ : H → U(dρ), where dρ ∈ N
is the dimension of ρ and U(dρ) is the group of all unitary matrices
in Cdρ×dρ . Two representations ρ, ρ′ of H are said to be equivalent if
dρ = dρ′ and there exists some T ∈ U(dρ) such that

THρ(g)T = ρ′(g) for all g ∈ H.

A representation ρ of H is said to be irreducible if the only subspaces of
Cdρ invariant under {ρ(g) | g ∈ H} are {0} and Cdρ . Let Ĥ denote the set
of all equivalence classes of irreducible representations of H. One calls Ĥ
the dual space of H. If N is a normal subgroup of H, then the group H
acts on the set of all representations of N by

g · ρ(n) := ρ(g−1ng) for all g ∈ H, representations ρ of N and n ∈ N .

For given representations ρ1, . . . , ρn of H, we define the direct sum

⊕ni=1ρi : H → U(m)
g 7→ ⊕ni=1(ρi(g)),

where m =
∑n
i=1 dρi . In a canonical way, the above group action and

terms dimension, irreducible and direct sum are also defined for equiva-
lence classes of representations.

Remark 2.20. In [45] the following theorem is proved for any locally
compact group: There exists an integer M ∈ N such that the dimension
of every irreducible representation is less than or equal to M if and only
if there is an open abelian subgroup of finite index. This, in particular,
applies to finite groups and discrete subgroups of E(d).
A caveat on notation: For a representation and for an equivalence class
of representations we use the symbol χ if it is one-dimensional and ρ
otherwise. For every one-dimensional representation χ its equivalence
class is a singleton which we also call a representation and denote χ.
The following lemma is well-known.

Lemma 2.21. Let χ, ρ, ρ1, ρ2 be representations of a discrete group H <
E(d) such that χ is one-dimensional. Then it holds:

(i) The map χρ is also a representation of the group H.

(ii) If ρ is irreducible, then also χρ is irreducible.

(iii) If ρ1 and ρ2 are equivalent, then also χρ1 and χρ2 are equivalent.
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Lemma 2.22. Let H < E(d) be discrete. Then we have

g · ρ = ρ for all g ∈ H and ρ ∈ Ĥ.

Proof. This is well-known, see, e. g., [28, Subsection XII.1.3], but for the
reader’s convenience we give a proof. Let H < E(d) be discrete, g ∈ H,
ρ ∈ Ĥ and ρ̃ be a representative of ρ. Then we have

g · ρ̃(h) = ρ̃(g−1hg) = ρ̃(g)−1ρ̃(h)ρ̃(g) for all h ∈ H.

Thus the representations g · ρ̃ and ρ̃ are equivalent and we have g · ρ =
ρ.

We define the induced representation as in [55, Section 8.2], where it is
defined for finite groups.

Definition 2.23. Let H < E(d) be discrete and K be a subgroup of
H such that the index n = |H : K| if finite. Choose a complete set
of representatives {h1, . . . , hn} of the left cosets of K in H. Suppose
ρ : K → U(dρ) is a representation of K. Let us introduce a dot notation
in this context by setting

ρ̇(g) :=
{
ρ(g) if g ∈ K
0dρ,dρ else

for all g ∈ H. The induced representation IndHK ρ : H → U(ndρ) is defined
by

IndHK ρ(g) =

ρ̇(h−1
1 gh1) · · · ρ̇(h−1

1 ghn)
...

. . .
...

ρ̇(h−1
n gh1) · · · ρ̇(h−1

n ghn)

 for all g ∈ H.

The induced representation of an equivalence class of representations is
the equivalence class of the induced representation of a representative.
Moreover, let IndHK (K̂) denote the set of all induced representations of K̂.
We also write Ind instead of IndHK if K and H are clear by context.

Remark 2.24. For a general locally compact group the definition of the
induced representation is more complicated, see, e. g., [43, Chapter 2].

The following proposition is standard in Clifford theory.
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Proposition 2.25. Let H < E(d) be discrete and N be a normal sub-
group of H such that the index |H : N| is finite. Then the map

N̂/H → IndHN (N̂ )
H · ρ 7→ IndHN ρ

is bijective, where N̂/H = {H · ρ | ρ ∈ N̂}.
Proof. Let H < E(d) be discrete and N be a normal subgroup of H such
that the index n = |H : N| is finite. Let {h1, . . . , hn} be a complete set of
representatives of the cosets ofN inH and ϕ be the map N̂/H → Ind(N̂ ),
H · ρ 7→ Ind ρ.
First we show that ϕ is well-defined. Let ρ ∈ N̂ and g ∈ H. Let σ be the
permutation of {1, . . . , n} and k1, . . . , kn ∈ N such that ghi = hσ(i)kσ(i)
for all i ∈ {1, . . . , n}. For all h ∈ N we have

Ind(g · ρ)(h) = UH(Ind ρ(h))U
with

U = (ρ(k1)⊕ · · · ⊕ ρ(kn))(PT
σ ⊗ Idρ) ∈ U(ndρ),

where Pσ is the permutation matrix (δσ(i),j)ij .
It is clear that ϕ is surjective.
Now we show that ϕ is injective. Let ρ, ρ′ ∈ N̂ such that Ind ρ = Ind ρ′.
Let ρ̃ and ρ̃′ be representatives of ρ and ρ′, respectively. Since N is a
normal subgroup, for all g ∈ N and i, j ∈ {1, . . . , n} we have h−1

i ghj ∈ N
if and only if i = j. Thus we have

(Ind ρ̃)|N = ⊕ni=1hi · ρ̃ and (Ind ρ̃′)|N = ⊕ni=1hi · ρ̃′. (2.5)

Since the representations h1 · ρ, . . . , hn · ρ and h1 · ρ′, . . . , hn · ρ′ are irre-
ducible, by (2.5) there exists some i ∈ {1, . . . , n} such that h1 ·ρ = hi ·ρ′.
Thus we have H · ρ = H · ρ′.

2.3.2. The induced representations Ind(T̂ F)
The following definition and Lemma 2.27 can be found in [44, Chapter
1].
Definition 2.26. A set L ⊂ Rn is a lattice if L is a subgroup of the
additive group Rn which is isomorphic to the additive group Zn, and
which spans the real vector space Rn.
The dual lattice L∗ (also called the reciprocal lattice) of a lattice L ⊂ Rn
is the set

{x ∈ Rn | 〈x, y〉 ∈ Z for all y ∈ L}.
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Lemma 2.27. For every lattice in Rn its dual lattice is also a lattice.

Proof. This is well-known, see, e. g., [44, Section 1.2]. For the reader’s
convenience we give a proof. Let L be a lattice and L∗ its dual lattice.
There exist b1, . . . , bn ∈ Rn such that {b1, . . . , bn} generates L and is a
basis of Rd2 . For all i ∈ {1, . . . , n} there exists a unique b′i ∈ Rn such
that

〈b′i, bj〉 = δij for all j ∈ {1, . . . , n}.

It is easy to see that {b′1, . . . , b′n} is a basis of Rn (called the dual basis
of {b1, . . . , bn}) and

L∗ =
{ n∑
i=1

mib
′
i

∣∣∣∣m1, . . . ,mn ∈ Z
}
.

Definition 2.28. We define the lattice

LS := τ(TS) < Rd2

and denote its dual lattice by L∗S .

Definition 2.29. For all k ∈ Rd2 we define the one-dimensional repre-
sentation χk ∈ T̂ F by

χk(g) := exp(2πi〈k, τ(π(g))〉) for all g ∈ T F ,

where π : T F → TS is the natural surjective homomorphism.

Since T F is a normal subgroup of G, G acts on T̂ F .

Lemma 2.30. For all g ∈ G and k, k′ ∈ Rd2 it holds

χkχk′ = χk+k′

and
g · χk = χL(π(g))k,

where π : G → S is the natural surjective homomorphism.

Proof. Let g ∈ G, k, k′ ∈ Rd2 and π : G → S be the natural surjective
homomorphism. For all h ∈ T F it holds

χk(h)χk′(h) = exp(2πi〈k, τ(π(h))〉) exp(2πi〈k′, τ(π(h))〉)
= exp(2πi〈k + k′, τ(π(h))〉)
= χk+k′(h)
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and

(g · χk)(h) = χk(g−1hg)
= exp(2πi〈k, τ(π(g−1hg))〉)
= exp(2πi〈k, L(π(g−1))τ(π(h))〉)
= exp(2πi〈L(π(g))k, τ(π(h))〉)
= χL(π(g))k(h).

Lemma 2.31. For all n ∈ N it holds

L∗S/n = {k ∈ Rd2 |χk|T n = 1}.

Proof. Let n ∈ N and π : T F → TS be the natural surjective homomor-
phism. First we show that L∗S/n ⊂ {k ∈ Rd2 |χk|T n = 1}. Let k ∈ L∗S/n.
For all t ∈ T it holds τ(π(tn)) = nτ(π(t)) and thus,

χk(tn) = exp(2πi〈k, τ(π(tn))〉) = exp(2πi〈nk, τ(π(t))〉) = 1.

Now we show that {k ∈ Rd2 |χk|T n = 1} ⊂ L∗S/n. Let k ∈ Rd2 such that
χk|T n = 1. Let x ∈ LS . There exists some t ∈ T such that x = τ(π(t)).
We have

〈nk, x〉 = 〈nk, τ(π(t))〉 = 〈k, τ(π(tn))〉 ∈ Z,

where we used that χk(tn) = 1 in the last step. Since x ∈ LS was
arbitrary, we have k ∈ L∗S/n.

Definition 2.32. We define the relation ∼ on T̂ F by

(ρ ∼ ρ′) :⇐⇒ (∃ g ∈ G ∃ k ∈ Rd2 : g · ρ = χkρ
′).

Remark 2.33. One can also define an equivalence relation ∼ on the set
of all representations of T F by

(ρ ∼ ρ′) :⇐⇒ ([ρ] ∼ [ρ′]) for all representations ρ, ρ′ on T F .

Lemma 2.34. The relation ∼ on T̂ F is an equivalence relation.

Proof. It is clear that ∼ is reflexive.
Now we show that ∼ is symmetric. Let ρ, ρ′ ∈ T̂ F such that ρ ∼ ρ′.
There exist some g ∈ G and k ∈ Rd2 such that g · ρ = χkρ

′. This implies

g−1 · ρ′ = (g−1 · χ−k)(g−1 · (χkρ′)) = χ−L(π(g−1))kρ,
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where π : G → S is the natural surjective homomorphism.
Now we show that ∼ is transitive. Let ρ, ρ′, ρ′′ ∈ T̂ F such that ρ ∼ ρ′ and
ρ′ ∼ ρ′′. There exist some g, g′ ∈ G and k, k′ ∈ Rd2 such that g · ρ = χkρ

′

and g′ · ρ′ = χk′ρ
′′. This implies

(g′g) · ρ = g′ · (χkρ′) = χL(π(g′))k+k′ρ
′′,

where π : G → S is the natural surjective homomorphism.

Definition 2.35. For all groups H ≤ G and N ∈M0 such that T N is a
normal subgroup of H, let HN denote the quotient group H/T N .

The following lemma gives an algorithm how we can determine a repre-
sentation set of T̂ F/∼.

Lemma 2.36. Let m ∈ N such that M0 = mN.

(i) Every representation set of {ρ ∈ T̂ F | ρ|T m = Idρ}/∼ is a represen-
tation set of T̂ F/∼.

(ii) The map

̂(T F)m → {ρ ∈ T̂ F | ρ|Tm = Idρ}, ρ 7→ ρ ◦ π

where π : T F → (T F)m is the natural surjective homomorphism,
is bijective. In particular, the set {ρ ∈ T̂ F | ρ|T m = Idρ} is finite.

(iii) Let K be a representation set of (L∗S/m)/L∗S and P be a represen-
tation set of G/T F . Then, for all ρ, ρ′ ∈ {ρ̃ ∈ T̂ F | ρ̃|Tm = Idρ̃} it
holds

(ρ ∼ ρ′) ⇐⇒ (∃ g ∈ P ∃ k ∈ K : g · ρ = χkρ
′).

Proof. Let m ∈ N such that M0 = mN.
(i) Let R be a representation set of {ρ ∈ T̂ F | ρ|Tm = Idρ}/∼. We have
to show that for all ρ ∈ T̂ F there exists some ρ′ ∈ R such that ρ ∼ ρ′.
Let ρ ∈ T̂ F . By Proposition 2.15 the group T m is a subgroup of the
center of T F and thus, by Proposition B.1 for all t ∈ T m there exists
some λ ∈ C such that |λ| = 1 and ρ(t) = λIdρ . Hence, there exists some
one-dimensional representation χ ∈ T̂ m such that ρ|T m = χIdρ .
There exists some k ∈ Rd2 such that χ|Tm = χk|Tm : By Lemma 2.12 the
group T m is isomorphic to Zd2 . Thus, there exist t1, . . . , td2 ∈ T m such
that {t1, . . . , td2} generates T m. For all j ∈ {1, . . . , d2} there exists some
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αj ∈ R such that exp(2πiαj) = χ(tj). For all i ∈ {1, . . . , d2} let bi ∈ Rd2

such that

〈bi, τ(π(tj))〉 = δij for all j ∈ {1, . . . , d2},

where π : T F → TS is the natural surjective homomorphism. For k =∑d2
i=1 αibi ∈ Rd2 it holds χ|Tm = χk|T m .

Thus, we have ρ|Tm = χk|TmIdρ . Since χ−kρ ∈ T̂ F and (χ−kρ)|Tm =
Idρ , there exists some ρ′ ∈ R such that χ−kρ ∼ ρ′. There exist some
g ∈ G and l ∈ Rd2 such that g · ρ′ = χl(χ−kρ). This implies ρ ∼ ρ′.
(ii) This is clear by Proposition B.2 and Remark 2.18(ii).
(iii) Let ρ, ρ′ ∈ T̂ F such that ρ|Tm = Idρ , ρ′|T m = Idρ′ and ρ ∼ ρ

′. There
exist some g ∈ G and k ∈ Rd2 such that g ·ρ = χkρ

′. Let h ∈ P such that
gT F = hT F . It holds Idρ = (g · ρ)|T m = (χkρ′)|Tm = χk|T mIdρ′ . This
implies χk|Tm = 1 and thus, k ∈ (L∗S/m) by Lemma 2.31. Let l ∈ K
such that lL∗S = kL∗S . We have

h · ρ = g · ρ = χkρ
′ = χlρ

′,

where we used Lemma 2.22 in the first step and that χk−l = 1 since
k − l ∈ L∗S in the last step.
The other direction of the assertion is trivial.

Corollary 2.37. The set T̂ F/∼ is finite.

Proof. This is clear by Lemma 2.36.

Definition 2.38. For all ρ ∈ T̂ F we define the set

Gρ :=
{

(L(π(g)), k)
∣∣∣ g ∈ G, k ∈ Rd2 : g · ρ = χkρ

}
⊂ E(d2),

where π : G → S is the natural surjective homomorphism.

Proposition 2.39. For all ρ ∈ T̂ F the set Gρ is a space group and it
holds

L∗S ≤
{
k ∈ Rd2

∣∣ (Id2 , k) ∈ Gρ
}
≤ L∗S/m,

where m ∈ N is such that M0 = mN.

Proof. Let ρ ∈ T̂ F and m ∈ N such that M0 = mN. First we show
that Gρ is a subgroup of E(d2). Let g1, g2 ∈ Gρ. We have to show that
g1g
−1
2 ∈ Gρ. Let π : G → S be the natural surjective homomorphism. For
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all i ∈ {1, 2} let hi ∈ G and ki ∈ Rd2 such that gi = (L(π(hi)), ki) and
hi · ρ = χkiρ. It holds

(h1h
−1
2 ) · ρ = h1 · (h−1

2 · ρ) = h1 · ((h−1
2 · χ−k2)ρ)

= ((h1h
−1
2 ) · χ−k2)(h1 · ρ) = χk1−L(π(h1h

−1
2 ))k2

ρ

and thus,

g1g
−1
2 = (L(π(h1h

−1
2 )), k1 − L(π(h1h

−1
2 ))k2) ∈ Gρ.

Let
H := Gρ ∩ Trans(d2)

be the group of all translations of Gρ. It is clear that τ(H) = {k ∈
Rd2 | (Id2 , k) ∈ Gρ}.
Now we show that τ(H) ≤ L∗S/m. Let k ∈ τ(H), i. e. (Id2 , k) ∈ Gρ. There
exists some g ∈ G such that g · ρ = χkρ and L(π(g)) = Id2 . The latter
implies π(g) ∈ TS and thus, g ∈ T F . By Lemma 2.22 we have ρ = χkρ.
Let ρ̃ be a representative of ρ. There exists some T ∈ U(dρ) such that
THρ̃(g)T = χk(g)ρ̃(g) for all g ∈ T F . Moreover, by Proposition 2.15 the
set T m is a subset of the center of T F and hence, by Proposition B.1
ρ̃(g) is a scalar multiple of Idρ for all g ∈ T m. Hence, we have χk(g) = 1
for all g ∈ T m and k ∈ L∗S/m by Lemma 2.31.
Now we show that L∗S ≤ τ(H). Let k ∈ L∗S . By Lemma 2.31 we have
χk|T = 1. Since we also have χk|F = 1, we have χk = 1. Thus we have
idG · ρ = χkρ and (Id2 , k) ∈ H, i. e. k ∈ τ(H).
Now we show that Gρ is discrete. Since τ(H) is a subgroup of L∗S/m,
the group H is discrete. Since L(Gρ) is a subgroup of the finite group
L(S), the index |Gρ : H| = |L(Gρ)| is finite and thus, by [47, Theorem
7.1] the group Gρ is discrete. Since L∗S is a subgroup of τ(H), the group
Gρ contains d2 linearly independent translations. By [18, Lemma 3, p.
415] the group Gρ is a space group.

Lemma 2.40. For all N ∈ M0 and ρ ∈ T̂ F such that ρ|T N = Idρ , the
set L∗S/N is invariant under Gρ, i. e. {g · k | g ∈ Gρ, k ∈ L∗S/N} = L∗S/N .

Proof. Let N ∈ M0 and ρ ∈ T̂ F such that ρ|T N = Idρ . Let k ∈ L∗S/N
and g ∈ Gρ. We have to show that g · k ∈ L∗S/N . Let π : G → S be the
natural surjective homomorphism. There exist some h ∈ G and l ∈ Rd2

such that g = (L(π(h)), l) and h · ρ = χlρ. Since ρ|T N = Idρ = (h · ρ)|T N ,
we have χl|T N = 1. We have

χg·k = χL(π(h))k+l = (h · χk)χl
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and thus, χg·k|T N = 1. By Lemma 2.31 we have g · k ∈ L∗S/N .

Definition 2.41. Let H be a subgroup of E(n). Then the set of all orbits
of Rn under the action of H is written as Rn/H and is called the quotient
of the action or orbit space.

Remark 2.42. If a group H < E(n) is discrete, then the quotient space
Rn/H equipped with the orbit space distance function

Rn/H× Rn/H → [0,∞), (x, y) 7→ dist(x, y)

is a metric space whose topology is equal to the quotient topology, see,
e. g., [49, §6.6].

Theorem 2.43. Let R be a representation set of T̂ F/∼. Then, the map⊔
ρ∈R

Rd2/Gρ → IndGT F (T̂ F)

(Gρ · k, ρ) 7→ IndGT F (χkρ),

where
⊔

is the disjoint union, is bijective.

Proof. Let R be a representation set of T̂ F/∼. We define the map

ϕ :
⊔
ρ∈R

Rd2/Gρ → Ind(T̂ F)

(Gρ · k, ρ) 7→ Ind(χkρ).

First we show that ϕ is well-defined. Let ρ ∈ R, k, k′ ∈ Rd2 and g ∈ Gρ
such that k′ = g · k. Let π : G → S be the natural surjective homomor-
phism. There exist some h ∈ G and l ∈ Rd2 such that g = (L(π(h)), l)
and h · ρ = χlρ. We have

h · (χkρ) = (h · χk)(h · ρ) = χL(π(h))k+lρ = χk′ρ

and thus, Ind(χkρ) = Ind(χk′ρ) by Proposition 2.25.
Now we show that ϕ is injective. Let ρ, ρ′ ∈ R and k, k′ ∈ Rd2 such that
Ind(χkρ) = Ind(χk′ρ′). We have to show that ρ = ρ′ and Gρ · k = Gρ′ · k′.
By Proposition 2.25 there exists some g ∈ G such that g · (χkρ) = χk′ρ

′.
This is equivalent to g ·ρ = χk′−L(π(g))kρ

′, which implies ρ ∼ ρ′ and thus,
ρ = ρ′. This implies that (L(π(g)), k′ − L(π(g))k) ∈ Gρ and thus,

Gρ · k = Gρ′ ·
(
(L(π(g)), k′ − L(π(g))k) · k

)
= Gρ′ · k′.
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Now we show that ϕ is surjective. Let ρ ∈ T̂ F . Let ρ′ ∈ R such that
ρ ∼ ρ′. There exist some g ∈ G and k ∈ Rd2 such that g · ρ = χkρ

′. By
Proposition 2.25 we have

ϕ((Gρ′ · k, ρ′)) = Ind(χkρ′) = Ind(g · ρ) = Ind ρ.

Corollary 2.44. Let R be a representation set of {ρ ∈ T̂ F | ρ|T m =
Idρ}/∼, where m ∈ N is such that M0 = mN. Then the maps

(i)
⊔
ρ∈R
{k/N | k ∈ L∗S , N ∈M0}/Gρ

→ Ind({ρ ∈ T̂ F | ∃N ∈M0 : ρ|T N = Idρ})
(Gρ · (k/N), ρ) 7→ Ind(χk/Nρ)

(ii)
⊔
ρ∈R

(L∗S/N)/Gρ → Ind({ρ ∈ T̂ F | ρ|T N = Idρ})

(Gρ · k, ρ) 7→ Ind(χkρ),

where
⊔

is the disjoint union, Ind = IndGT F and N ∈ M0 in (ii) is
arbitrary, are bijective.

Proof. Let m ∈ N such that M0 = mN and R be a representation set of
{ρ ∈ T̂ F | ρ|Tm = Idρ}/∼. By Lemma 2.36 the set R is a representation
set of T̂ F/∼.
(i) We define the map

ψ :
⊔
ρ∈R
{k/N | k ∈ L∗S , N ∈M0}/Gρ

→ Ind({ρ ∈ T̂ F | ∃N ∈M0 : ρ|T N = Idρ})
(Gρ · (k/N), ρ) 7→ Ind(χk/Nρ).

First we show that ψ is well-defined. Let ρ ∈ R, k ∈ L∗S and N ∈ M0.
Since T N ⊂ T m and by Lemma 2.31, we have (χk/Nρ)|T N = Idρ . By
Lemma 2.40 for all N ∈M0 we have (L∗S/N)/Gρ ⊂ Rd2/Gρ and thus, by
Theorem 2.43 the map ψ is well-defined.
Since the map of Theorem 2.43 is injective, also ψ is injective.
It remains to show that ψ is surjective. Let ρ ∈ T̂ F and N ∈ M0
such that ρ|T N = Idρ . There exists some ρ′ ∈ R such that ρ ∼ ρ′.
There exist some g ∈ G and k ∈ Rd2 such that g · ρ = χkρ

′. We have
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(g · ρ)|T N = Idρ = ρ′|T N and thus, χk|T N = 1. By Lemma 2.31 we have
k ∈ L∗S/N and thus

ψ((Gρ′ · k, ρ′)) = Ind(χkρ′) = Ind(g · ρ) = Ind ρ,

by Proposition 2.25. (ii) The proof is analogous to the proof of (i).

2.3.3. Harmonic analysis
Definition 2.45. Let S be a set and N ∈ M0. A function u : G → S is
called T N -periodic if

u(g) = u(gt) for all g ∈ G and t ∈ T N .

A function u : G → S is called periodic if there exists some N ∈M0 such
that u is T N -periodic.
We equip Cm×n with the inner product 〈 · , · 〉 defined by

〈A,B〉 :=
m∑
i=1

n∑
j=1

aijbij for all A,B ∈ Cm×n

and let ‖ · ‖ denote the induced norm. We define the set

L∞per(G,Cm×n) := {u : G → Cm×n |u is periodic}.

Remark 2.46. (i) The inner product 〈 · , · 〉 on Cm×n is the Frobenius
inner product.

(ii) If G is finite and S a set, then every function from G to S is periodic
and in particular, we have L∞per(G,Cm×n) = {u : G → Cm×n}.

The following Lemma shows that the above definition of periodicity is
independent of the choice of T .

Lemma 2.47. Let S be a set. A function u : G → S is periodic if and
only if there exists some N ∈ N such that

u(g) = u(gh) for all g ∈ G and h ∈ GN .

Proof. Let S be a set and u : G → S be T N -periodic for some N ∈ M0.
By Theorem 2.17 the function u is T |F|N -periodic. By Proposition 2.15
it holds

G|G/T F||F|N ⊂ (T F)|F|N ⊂ (T NF)|F| = T |F|NF |F| = T |F|N ⊂ T N .
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and thus, we have

u(g) = u(gh) for all g ∈ G and h ∈ G|G/T F||F|N .

The other direction is trivial since by Theorem 2.17 for all N ∈ N there
exists some n ∈ N such that nN ∈M0.

The following lemma characterizes the periodic functions on G with the
aid of the quotient groups G/T N .

Lemma 2.48. If N ∈M0 and u : G → S is T N -periodic, then the func-
tion

GN → S

gT N 7→ u(g)

is well-defined. Moreover, we have

L∞per(G,Cm×n) =
{
G → Cm×n, g 7→ u(gT N )

∣∣∣N ∈M0, u : GN → Cm×n
}
.

Proof. This follows immediately from the definition of L∞per(G,Cm×n).

Lemma 2.49. The set L∞per(G,Cm×n) is a vector space.

Proof. If u1 ∈ L∞per(G,Cm×n) is T N1-periodic and u2 ∈ L∞per(G,Cm×n)
is T N2-periodic for some N1, N2 ∈ M0, then u1 + u2 is T N1N2 -periodic.
Thus, L∞per(G,Cm×n) is closed under addition. The other conditions are
trivial.

Definition 2.50. For allN ∈M0 let CN be a representation set of G/T N .

Remark 2.51. (i) If G is finite, we have CN = G for all N ∈M0.

(ii) Let G be infinite. There exists some m ∈ N such that M0 = mN
and there exist t1, . . . , td2 ∈ T m such that {t1, . . . , td2} generates
T m. Let C be a representation set of G/T m. Then for all N ∈M0
a feasible choice for CN is

CN =
{
tn1
1 . . . t

nd2
d2

g
∣∣∣n1, . . . , nd2 ∈ {0, . . . , N/m− 1}, g ∈ C

}
.

For this choice, for all x ∈ Rd and large N ∈ M0 the set CN · x is
similar to a cube which explains the nomenclature.
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We equip the vector space L∞per(G,Cm×n) with an inner product.

Definition 2.52. We define the inner product 〈 · , · 〉 on L∞per(G,Cm×n)
by

〈u, v〉 := 1
|CN |

∑
g∈CN

〈u(g), v(g)〉 if u and v are T N -periodic

for all u, v ∈ L∞per(G,Cm×n). We denote the induced norm by ‖ · ‖2.

Definition 2.53. Let E be a representation set of {ρ ∈ Ĝ | ρ is periodic}.

Remark 2.54. (i) All representations of E are unitary by Definition 2.19
which is necessary for the Plancherel formula in Proposition 2.56.

(ii) For all N ∈ M0 a representation of G is T N -periodic if and only if
ρ|T N = Idρ .

(iii) Proposition B.2 shows that{
ρ ∈ Ĝ

∣∣ ρ is periodic
}

=
{
ρ ◦ πN

∣∣N ∈M0, ρ ∈ ĜN
}
,

where πN is the natural surjective homomorphism from G to GN
for all N ∈M0.

Definition 2.55. For all u ∈ L∞per(G,Cm×n) and for all periodic repre-
sentations ρ of G we define

u
∧

(ρ) := 1
|CN |

∑
g∈CN

u(g)⊗ ρ(g) ∈ C(mdρ)×(ndρ),

where N ∈ M0 is such that u and ρ are T N -periodic and ⊗ denotes the
Kronecker product, see Definition D.1.

Proposition 2.56 (The Plancherel formula). The Fourier transforma-
tion

·
∧

: L∞per(G,Cm×n)→
⊕
ρ∈E

C(mdρ)×(ndρ), u 7→ (u
∧

(ρ))ρ∈E

is well-defined and bijective. Moreover, we have the Plancherel formula

〈u, v〉 =
∑
ρ∈E

dρ〈u
∧

(ρ), v
∧

(ρ)〉 for all u, v ∈ L∞per(G,Cm×n).
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Proof. We show that the well-known Plancherel formula for finite groups,
see, e. g., [54, Theorem III.8.1], implies the Plancherel formula of the
proposition. Let N ∈ M0 and πN : G → GN be the natural surjective
homomorphism. The map

f1 : {u : GN → Cm×n} → {u ∈ L∞per(G,Cm×n) |u is T N -periodic}
u 7→ u ◦ πN

is bijective. Let EN = {ρ | ρ is a representation of GN , ρ ◦ πN ∈ E}. We
have {ρ ◦ πN | ρ ∈ EN} = {ρ ∈ E | ρ is T N -periodic}. Thus the map

f2 :
⊕

ρ∈E, ρ is T N -periodic

C(mdρ)×(ndρ) →
⊕
ρ∈EN

C(mdρ)×(ndρ)

(Aρ)ρ∈E, ρ is T N -periodic 7→ (Aρ◦πN )ρ∈EN

is bijective. By Proposition B.2 the set EN is a representation set of ĜN .
For all u : GN → Cm×n and ρ ∈ EN we define u

∧
(ρ) = 1

|GN |
∑
g∈GN u(g)⊗

ρ(g). By the Plancherel formula for finite groups, see, e. g., [9, Proposition
16.16], the Fourier transformation

·
∧

: {u : GN → Cm×n} →
⊕
ρ∈EN

C(mdρ)×(ndρ), u 7→ (u
∧

(ρ))ρ∈EN

is bijective and it holds 1
|GN |

∑
g∈GN 〈u(g), v(g)〉 =

∑
ρ∈EN dρ〈u

∧
(ρ), v

∧
(ρ)〉

for all u, v : GN → Cm×n. The diagram

{u ∈ L∞per(G,Cm×n) |u is T N -periodic}
⊕
ρ∈E

ρ is T N -periodic

C(mdρ)×(ndρ)

{u : GN → Cm×n}
⊕
ρ∈EN

C(mdρ)×(ndρ)

·
∧

f2

f1

·
∧

commutes, where the top map is defined by u 7→ (u
∧

(ρ))ρ∈E,ρ is T N -periodic.
Thus, the map

·
∧

: {u ∈ L∞per(G,Cm×n) |u is T N -periodic} →
⊕
ρ∈E

ρ is T N -periodic

C(mdρ)×(ndρ)

(2.6)
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is bijective and we have

〈u, v〉 =
∑

ρ∈E, ρ is T N -periodic

dρ〈u
∧

(ρ), v
∧

(ρ)〉

for all T N -periodic functions u, v ∈ L∞per(G,Cm×n).
Since N ∈ M0 was arbitrary, for all u ∈ L∞per(G,Cm×n), for all N ∈ M0
such that u is T N -periodic and n ∈ N it holds∑
ρ∈E, ρ is T N -periodic

dρ‖u
∧

(ρ)‖2 = ‖u‖22 =
∑

ρ∈E, ρ is T nN -periodic

dρ‖u
∧

(ρ)‖2.

(2.7)
By (2.7) for all u ∈ L∞per(G,Cm×n) and N ∈ M0 such that u is T N -
periodic, we have

{ρ ∈ E |u
∧

(ρ) 6= 0} ⊂ {ρ ∈ E | ρ is T N -periodic}. (2.8)

By (2.7) and (2.8) the Fourier transformation

·
∧

: L∞per(G,Cm×n)→
⊕
ρ∈E

C(mdρ)×(ndρ)

is well-defined and we have

〈u, v〉 =
∑
ρ∈E

dρ〈u
∧

(ρ), v
∧

(ρ)〉

for all u, v ∈ L∞per(G,Cm×n). Moreover, since the map defined in (2.6)
is injective and L∞per(G,Cm×n) =

⋃
N∈M0

{u ∈ L∞per(G,Cm×n) |u is T N -
periodic}, the Fourier transformation is injective. Analogously, the Fou-
rier transformation is surjective.

Remark 2.57. (i) The above proof also shows that for all u : G → Cm×n
and N ∈M0 such that u is T N -periodic, we have

{ρ ∈ E |u
∧

(ρ) 6= 0} ⊂ {ρ ∈ E | ρ is T N -periodic}.

Moreover, for all N ∈M0 the map{
u : G → Cm×n

∣∣u is T N -periodic
}
→

⊕
ρ∈E

ρ is T N -periodic

C(mdρ)×(ndρ)

u 7→
(
u
∧

(ρ)
)

is bijective.
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(ii) It is easy to see that by the above proposition we have also a de-
scription of the completion of L∞per(G,Cm×n) with respect to the
norm ‖ · ‖2. We have

L∞per(G,Cm×n)
‖·‖2 =

{
u : G → Cm×n

∣∣∣∣ ∑
ρ∈E

dρ‖u
∧

(ρ)‖2 <∞
}

and the map

L∞per(G,Cm×n)
‖·‖2 →

{
a ∈

∏
ρ∈E

C(mdρ)×(ndρ)
∣∣∣∣ ∑
ρ∈E

dρ‖a(ρ)‖2 <∞
}

u 7→ (u
∧

(ρ))ρ∈E

is bijective.

Lemma 2.58. Let f ∈ L∞per(G,Cm×n), g ∈ G and τgf denote the trans-
lated function f( · g). Then we have τgf ∈ L∞per(G,Cm×n) and

τgf
∧

(ρ) = f
∧

(ρ)(In ⊗ ρ(g−1))

for all periodic representations ρ of G.

Proof. Let f ∈ L∞per(G,Cm×n), g ∈ G and ρ be a periodic representation.
Let N ∈ M0 such that f and ρ are T N -periodic. The function τgf is
T N -periodic and we have

τgf
∧

(ρ) = 1
|CN |

∑
h∈CN

τgf(h)⊗ ρ(h)

= 1
|CN |

∑
h∈CN

f(hg)⊗ ρ(h)

= 1
|CN |

∑
h∈CN

f(h)⊗ ρ(hg−1)

= 1
|CN |

∑
h∈CN

f(h)⊗ (ρ(h)ρ(g−1))

=
( 1
|CN |

∑
h∈CN

f(h)⊗ ρ(h)
)

(In ⊗ ρ(g−1))

= f
∧

(ρ)(In ⊗ ρ(g−1)),
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where in the third step we made a substitution and used that CN and CNg
are representation sets of G/T N and that the function h 7→ f(h)⊗ρ(hg−1)
is T N -periodic.

Definition 2.59. For all u ∈ L1(G,Cm×n) and all representations ρ of
G we define

u
∧

(ρ) :=
∑
g∈G

u(g)⊗ ρ(g).

Remark 2.60. If the group G is finite, ρ is a representation of G and
u ∈ L1(G,Cm×n) = L∞per(G,Cm×n), then the Definitions 2.55 and 2.59
for u

∧
(ρ) differ by the multiplicative constant |G|, but it will always be

clear from the context which of the both definitions is meant. If G is
infinite, then L1(G,Cm×n) ∩ L∞per(G,Cm×n) = {0} and thus, there is no
ambiguity.

Definition 2.61. For all u ∈ L1(G,Cl×m) and v ∈ L∞per(G,Cm×n) we
define the convolution u ∗ v ∈ L∞per(G,Cl×n) by

u ∗ v(g) :=
∑
h∈G

u(h)v(h−1g) for all g ∈ G.

Lemma 2.62. Let u ∈ L1(G,Cl×m), v ∈ L∞per(G,Cm×n) and ρ be a
periodic representation of G. Then

(i) the convolution u ∗ v is T N -periodic if v is T N -periodic and

(ii) we have
u ∗ v
∧

(ρ) = u
∧

(ρ)v
∧

(ρ).

Proof. Let u ∈ L1(G,Cl×m), v ∈ L∞per(G,Cm×n) and ρ be a periodic
representation of G. Let N ∈ M0 such that v and ρ are T N -periodic.
By Definition 2.61 it is clear that u ∗ v is T N -periodic and thus we have
u ∗ v ∈ L∞per(G,Cm×n) as claimed in Definition 2.61. We have

u ∗ v
∧

(ρ) = 1
|CN |

∑
g∈CN

u ∗ v(g)⊗ ρ(g)

= 1
|CN |

∑
g∈CN

∑
h∈G

(
u(h)v(h−1g)

)
⊗ ρ(g)

= 1
|CN |

∑
g∈CN

∑
h∈G

(
u(h)⊗ ρ(h)

)(
v(h−1g)⊗ ρ(h−1g)

)
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=
(∑
h∈G

u(h)⊗ ρ(h)
)(

1
|CN |

∑
g∈CN

v(g)⊗ ρ(g)
)

= u
∧

(ρ)v
∧

(ρ).

2.3.4. The Cauchy-Born rule
The Cauchy-Born rule generalizes in a natural way to objective struc-
tures, see [41]. The generalization postulates that if an objective struc-
ture is subjected to a (small) linear macroscopic deformation, all atoms
will follow the deformation still forming an objective structure. Thus,
if the Cauchy-Born rule holds, for each linear macroscopic deformation,
there exists an appropriate group which describes the objective structure.

Definition 2.63. Suppose that L(S) = {Id2} or L(S) = {Id2 ,−Id2}.
Then, for all transformation matrices A ∈ GL(d2) we define the group

GA =
{(

B,

(
Id1 0
0 A

)
b

) ∣∣∣∣ (B, b) ∈ G}.
It is easy to see that the group G is isomorphic to GA and the natural
isomorphism is given by (B, b) 7→ (B, (Id1 ⊕ A)b). Moreover, the group
GA is also a discrete subgroup of E(d).
Remark 2.64. (i) The center of O(d2) is {Id2 ,−Id2}.

(ii) Notice that the premise L(S) = {Id2} or L(S) = {Id2 ,−Id2} is
necessary since for an arbitrary G and A ∈ GL(d2) the set{(

B,

(
Id1 0
0 A

)
b

) ∣∣∣∣ (B, b) ∈ G}
is not a group in general. Also if we assume rank(A− Id2) = 1, the
set GA is not a group in general, see Example 2.65.

Example 2.65. In this example we present a set S ⊂ R2 and two discrete
groups G1,G2 < E(2) such that S is the orbit of the two groups, and such
that the group (G1)A is well-defined, but the term (G2)A is in general not
meaningful for A ∈ GL(d2).
Let x = (1/2, 1/2) ∈ R2 and S = x + Z2. Let t1 = (I2, e1), t2 = (I2, e2)
and G1 = 〈t1, t2〉. Let s1 = (I2, 2e1), s2 = (I2, 2e2), p = (R(π/2), 0) and
G2 = 〈s1, s2, p〉. Then S = G1 · x and S = G2 · x. For all A ∈ GL(2) the
group (G1)A is well-defined, but for e. g. A = ( 1 0

0 2 ) it is not possible to
define a group (G2)A in this way.
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2.3.5. A representation of quotient groups as semidirect
products

By Definition 2.13 for all m ∈ M0 the group T m is a normal subgroup
of G, but in general there does not exist any group H < G such that
G = T moH, see Example 2.66. In this section we determine for m ∈M0
and appropriate N ∈ mN a group H ≤ G/T N such that

G/T N = T m/T N oH,

see Theorem 2.72. The proof is similar to the proof of the Schur-Zassen-
haus theorem, see, e. g., [3]. If G is a space group, for appropriate N ∈ N
the existence of a group H such that G/T N = T /TN oH is mentioned
in [7, p. 299] and in [29, p. 376].

Example 2.66 (Symmorphic and nonsymmorphic space groups). Here
we give the definition of a symmorphic and a nonsymmorphic space group.
For both of these groups we give an example.
Let G be a space group and T its subgroup of translations. If there exists
a group H < G such that G = T oH, then G is said to be a symmorphic
space group, see e. g., [47, Section 9.1]. Otherwise, G is a nonsymmorphic
space group.
Let d = 2, t1 = (I2, e1), t2 = (I2, e2), id = (I2, 0), p1 =

(( 1 0
0 −1

)
, 0
)
and

p2 =
(( 1 0

0 −1
)
, ( 0.5

0 )
)
. The space group{
tp
∣∣ t ∈ 〈t1, t2〉, p ∈ {id, p1}

}
< E(2)

is symmorphic and equal to T oH with T = 〈t1, t2〉 and H = 〈p1〉. The
space group {

tp
∣∣ t ∈ 〈t1, t2〉, p ∈ {id, p2}

}
< E(2)

is nonsymmorphic, since it does not contain any element of order 2, but
the order of the quotient group of the space group by its subgroup of all
translations is 2.

Definition 2.67. Let τ̃ : L(S)→ τ(S) be a map such that (P, τ̃(P )) ∈ S
for all P ∈ L(S). We define the map

τ̄ : L(S)× L(S)→ τ(TS)
(P,Q) 7→ τ̃(P ) + P τ̃(Q)− τ̃(PQ).

Furthermore, for all n ∈ N coprime to |L(S)| we define the set

P(n)
S :=

{(
P, τ̃(P )− a(n)

∑
Q∈L(S)

τ̄(P,Q)
) ∣∣∣∣P ∈ L(S)

}
⊂ S,



40 2. Discrete subgroups of the Euclidean group

where a(n) = max
{
ã ∈ {0,−1, . . .}

∣∣ ∃ b ∈ Z such that ã|L(S)|+ bn = 1
}
.

For all n ∈ N coprime to |L(S)| let P(n) ⊂ G be such that the map

P(n) → P(n)
S

g 7→ π(g)

is bijective, where π : G → S is the natural surjective homomorphism.
Remark 2.68. For all P,Q ∈ L(S) it holds

(P, τ̃(P ))(Q, τ̃(Q)) = (Id2 , τ̄(P,Q))(PQ, τ̃(PQ))

and thus, the map τ̄ is well-defined.
If n = 1, then a(n) = 0 and P(n)

S = {(P, τ̃(P )) |P ∈ L(S)}.
Lemma 2.69. For all n ∈ N coprime to |L(S)| and for all N ∈ (nN)∩M0
it holds

T nFP(n) ≤ G and T N / T nFP(n).

Proof. Let n ∈ N be coprime to |L(S)|.
First, we prove that T nS P

(n)
S is a subgroup of S. Let t, s ∈ T nS and

p, q ∈ P(n)
S . We have to show that tp(sq)−1 ∈ T nS P

(n)
S . Clearly, it

holds tp(sq)−1 = tpq−1s−1(pq−1)−1pq−1. Since T nS / S, we have that
(pq−1)s−1(pq−1)−1 ∈ T nS , and hence, it suffices to show that pq−1 ∈
T nS P

(n)
S . Let P = L(p), Q = L(q) and R = PQ−1 ∈ L(S). Let a =

max
{
ã ∈ {0,−1, . . .}

∣∣∃ b ∈ Z such that a|L(S)| + bn = 1
}

and b ∈ Z
such that a|L(S)|+ bn = 1. We compute

pq−1 =
(
P, τ̃(P )− a

∑
S∈L(S)

τ̄(P, S)
)(

Q−1,−Q−1τ̃(Q)

+ a
∑

S∈L(S)

Q−1τ̄(Q,S)
)

=
(
R, τ̃(P )− PQ−1τ̃(Q)− a

∑
S∈L(S)

(τ̄(P, S)− PQ−1τ̄(Q,S))
)

=
(
R, τ̃(R)− τ̄(PQ−1, Q)− a

∑
S∈L(S)

(τ̄(P, S)− PQ−1τ̄(Q,S))
)

=
(
R, τ̃(R)− (a|L(S)|+ bn)τ̄(PQ−1, Q)

− a
∑

S∈L(S)

(τ̄(P, S)− PQ−1τ̄(Q,S))
)
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=
(
Id2 , τ̄(R,Q)

)−bn(
R, τ̃(R)

− a
∑

S∈L(S)

(τ̄(PQ−1, Q) + τ̄(P, S)− PQ−1τ̄(Q,S))
)

=
(
Id2 , τ̄(R,Q)

)−bn(
R, τ̃(R)

− a
∑

S∈L(S)

(τ̃(PQ−1)− τ̃(PS) + PQ−1τ̃(QS))
)
.

We use that
∑
S∈L(S) τ̃(S) =

∑
S∈L(S) τ̃(TS) for all T ∈ L(S).

pq−1 =
(
Id2 , τ̄(R,Q)

)−bn(
R, τ̃(R)

− a
∑

S∈L(S)

(τ̃(PQ−1)− τ̃(PQ−1S) + PQ−1τ̃(S))
)

=
(
Id2 , τ̄(R,Q)

)−bn(
R, τ̃(R)− a

∑
S∈L(S)

τ̄(R,S)
)
∈ T nS P

(n)
S .

Thus, we have T nS P
(n)
S ≤ S.

Let π be the natural surjective homomorphism from G to S with kernel
F . It holds π−1(T nS P

(n)
S ) = T nFP(n) and thus, T nFP(n) is a subgroup

of G.
Now let N ∈ (nN) ∩M0. Since n divides N , we have T N ⊂ T nFP(n).
Since N ∈M0, we have T N / T nFP(n).

Recall Definition 2.35.
Remark 2.70. Let n ∈ N be coprime to |L(S)|. Letm ∈M0, N = nm and
t1, . . . , td2 ∈ T n such that π({t1, . . . , td2}) generates T nS , where π : T F →
TS is the natural surjective homomorphism. Then, the map

{0, . . . ,m− 1}d2 ×F × P(n) → (T nFP(n))N
((n1, . . . , nd2), f, p) 7→ tn1

1 . . . t
nd2
d2

fpT N

is bijective.
The following lemma characterizes the elements of the finite groups GN ,
(T nF)N and (T m)N for appropriate n,m,N ∈ N.
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Lemma 2.71. Let t1, . . . , td2 ∈ T such that the set π({t1, . . . , td2}) gen-
erates TS , where π : T F → TS is the natural surjective homomorphism.
For all N ∈M0 it holds

GN =
{
tn1
1 . . . t

nd2
d2

fpT N
∣∣∣n1, . . . , nd2 ∈ {0, . . . , N − 1}, f ∈ F , p ∈ P(1)

}
and particularly |GN | = Nd2 |F||L(S)|.
For all n ∈ N and N ∈ (nN) ∩M0 it holds

(T nF)N =
{
tnn1
1 . . . t

nnd2
d2

fT N
∣∣∣n1, . . . , nd2 ∈ {0, . . . , N/n− 1}, f ∈ F

}
and particularly |(T nF)N | = (N/n)d2 |F|. Moreover, for all n ∈ N and
N ∈ (nN) ∩M0 it holds (T nF)N / GN .
For all m ∈M0 and N ∈ mN it holds

(T m)N =
{
tmn1
1 . . . t

mnd2
d2

T N
∣∣∣n1, . . . , nd2 ∈ {0, . . . , N/m− 1}

}
,

(T m)N is a subgroup of the center of (T F)N and particularly |(T m)N | =
(N/m)d2 .

Proof. Since P(1) is a representation set of G/T F , the map T ×F×P(1) →
G, (t, f, p) 7→ tfp is bijective. The assertions are clear by Lemma 2.11,
Theorem 2.17 and Lemma 2.12, Proposition 2.15.

The following theorem characterizes the group GN for appropriate N ∈ N.

Theorem 2.72. Let m ∈ M0. Let n ∈ N be coprime to m and |L(S)|.
Let N = nm. Then, we have

GN = (T m)N o (T nFP(n))N

and (T m)N is isomorphic to Zd2
n .

Proof. Letm ∈M0. Let n ∈ N be coprime tom and |L(S)|. LetN = nm.
By Theorem 2.17 we have T m / G and T N / G, and by Lemma 2.12 we
have T N / T m. Hence, we have

(T m)N / GN . (2.9)

By Lemma 2.12 the group T m is isomorphic to Zd2 and thus, (T m)N is
isomorphic to Zd2

n . By Lemma 2.69 we have

(T nFP(n))N ≤ GN . (2.10)
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For all N ∈ N and H ≤ S such that T NS is a subgroup of H, we denote

HN := H/T NS .

Let π : GN → SN be the natural surjective homomorphism with kernel
{gT N | g ∈ F}. We have

π((T m)N ∩ (T nFP(n))N ) ⊂ π((T m)N ) ∩ π((T nFP(n))N )

= (T mS )N ∩ (T nS P
(n)
S )N

= (T mS )N ∩ (T nS )N
= {id}, (2.11)

where in the third step we used that for all p ∈ P(n)
S such that L(p) = Id2

we have p ∈ T nS and in the last step we used that the numbers nd2

and md2 are coprime, |(T mS )N | = nd2 , |(T nS )N | = md2 and Lagrange’s
theorem. By (2.11) and since π|(Tm)N is injective, we have

(T m)N ∩ (T nFP(n))N = {id}. (2.12)

We have

|GN | = |ker(π)||π(GN )| = |{gT N | g ∈ F}||SN | = |F||L(S)|Nd2 , (2.13)

see Lemma 2.71, and

|(T nFP(n))N | = |ker(π|(T nFP(n))N )||π((T nFP(n))N )|

= |F||(T nS P
(n)
S )N | = |F||P(n)

S ||(T
n
S )N | = |F||L(S)|md2 ,

(2.14)

see Remark 2.70. By (2.13), (2.14) and since (T m)N is isomorphic to
Zd2
n , we have

|GN | = |(T m)N ||(T nFP(n))N |. (2.15)
By (2.9), (2.10), (2.12) and (2.15) we have

GN = (T m)N o (T nFP(n))N .

Corollary 2.73. Let m ∈ M0, ñ ∈ N, n = ñm|L(S)|+ 1 and N = nm.
Then we have

P(n)
S =

{(
P, τ̃(P ) + ñm

∑
Q∈L(S)

τ̄(P,Q)
) ∣∣∣∣P ∈ L(S)

}
and

GN = (T m)N o (T nFP(n))N .
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Proof. Letm ∈M0, ñ ∈ N, n = ñm|L(S)|+1 andN = nm. In particular,
n is coprime to m and |L(S)|. We have

max
{
ã ∈ {0,−1, . . .}

∣∣∃ b ∈ Z such that ã|L(S)|+ bn = 1
}

= max
{
ã ∈ {0,−1, . . .}

∣∣ ∃ b ∈ N such that (ã+ bñm)|L(S)|+ b = 1
}

= −ñm

and hence,

P(n)
S =

{(
P, τ̃(P ) + ñm

∑
Q∈L(S)

τ̄(P,Q)
) ∣∣∣∣P ∈ L(S)

}
.

By Theorem 2.72 we have GN = (T m)N o (T nFP(n))N .

Corollary 2.74. Suppose that G is a space group. Let N ∈ N be coprime
to |L(G)|. Then we have

GN = TN o {gT N | g ∈ P(N)}.

Proof. Let G be a space group. We have F = {id} and M0 = N. For all
N ∈ N coprime to |L(G)|, we have (T NP(N))/T N = {gT N | g ∈ P(N)}.
Thus, Theorem 2.72 implies the assertion.

Corollary 2.75. Suppose that G is a space group. Let n ∈ N and N =
n|L(G)|+ 1. Then it holds

P(N) =
{(

P, τ̃(P ) + n
∑

Q∈L(G)

τ̄(P,Q)
) ∣∣∣∣P ∈ L(G)

}
and

GN = TN o {gT N | g ∈ P(N)}.

Proof. This is clear by Corollary 2.73 and Corollary 2.74.

Corollary 2.76. Suppose that G = T F . Let m ∈ M0 and n ∈ N be
coprime. Let N = nm. Then it holds

GN = (T m)N × (T nF)N .

Proof. Suppose that G = T F . Let m ∈ M0 and n ∈ N be coprime. We
have S = TS and L(S) = {Id2}. Without loss of generality we assume
that τ̃ = 0. We have τ̄ = 0 and P(n)

S = {id}. Without loss of generality
we assume that P(n) = {id}. By Theorem 2.72, Lemma 2.11(ii) and
Proposition 2.15 we have GN = (T m)N × (T nF)N .
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2.4. Orbits of discrete subgroups of the
Euclidean group

James [41] defined an objective atomic structure which is an orbit of a
point under the action of a discrete subgroup of E(d), see [42, Proposition
3.14]. In this thesis we consider only orbits where the stabilizer subgroup
is trivial and thus we have a natural bijection between the discrete group
and the atoms.

Definition 2.77. We call a subset S of Rd a general configuration if
there exist a discrete group G < E(d) and a point x ∈ Rd such that the
map G → S, g 7→ g · x is bijective.

Remark 2.78. (i) For each discrete group G < E(d) there exists a point
x ∈ Rd such that the map G → Rd, g 7→ g · x is injective, see,
e. g., [18, Appendix A.3]. In particular, the set G · x is a general
configuration.

(ii) The representation of a general configuration by a discrete sub-
group of E(d) and a point in Rd is not unique, see Example 2.79.
Moreover, the orbit of a point in Rd under the action of a discrete
subgroup of E(d) need not be a general configuration, see Exam-
ple 2.80.

Example 2.79. We present an example showing that in general for a
given general configuration S ⊂ Rd there exist discrete groups G1,G2 <
E(d) and a point x ∈ Rd such that the maps G1 → S, g 7→ g · x and
G2 → S, g 7→ g · x are bijective but G1 and G2 are not isomorphic. Let
S = {±e1,±e2} ⊂ R2, G1 =

〈
(R(π/2), 0)

〉
< E(2),

G2 =
〈((

0 1
1 0

)
, 0
)
,

((
0 −1
−1 0

)
, 0
)〉

< E(2)

and x = e1 ∈ R2. The group G2 is the Klein four-group and thus, G1
and G2 are not isomorphic. However, the maps G1 → S, g 7→ g · x and
G2 → S, g 7→ g · x are bijective.

Example 2.80. In this example we present an orbit S of a point in R3

under the action of a discrete subgroup of E(3) which is not a general
configuration.
Let be given a regular icosahedron centered at the origin. Let S be the
set of the 30 centers of the edges of the icosahedron (i. e. S is the set
of the vertices of the rectified icosahedron and moreover, S is the set
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of the vertices of a icosidodecahedron). The rotation group I < SO(3)
of the icosahedron has order 60, see, e. g., [36, Section 2.4] and we have
S = (I × {03}) · x0 for every point x0 ∈ S. Now we suppose that there
exist a discrete group G < E(3) and a point x ∈ R3 such that the map
G → S, g 7→ g ·x is injective. Then we have |G| = |S| = 30. Moreover, the
group G is isomorphic to a finite subgroup of O(3), see, e. g., [47, Section
4.12]. The finite subgroups of O(3) are classified, see, e. g., [36, Theorem
2.5.2], and since every discrete subgroup of O(3) of order 30 contains an
element of order 15, the group G contains an element g of order 15. Since
the order of g is odd, we have L(g) ∈ SO(3), i. e. g is a rotation. Thus,
the set S contains 15 points which lie in the same plane. This implies
that S cannot be the orbit of G, and we have a contradiction.

Lemma 2.81. Let S ⊂ Rd be a general configuration. Then for all
a ∈ E(d) the set {a · x |x ∈ S} is also a general configuration.

Proof. Let S ⊂ Rd be a general configuration. There exist some discrete
group G < E(d) and x0 ∈ Rd such that the map

G → S

g 7→ g · x0

is bijective. Then, for every a ∈ E(d) the map

aGa−1 → {a · x |x ∈ S}
g 7→ g · (a · x0)

is bijective and thus, the set {a ·x |x ∈ S} is a general configuration.

The following definition can be found in, e. g., [59, p. 14].

Definition 2.82. For all A ⊂ Rn we define

dim(A) := dim(aff(A)),

where aff(A) is the affine hull of A.

The following lemma is clear by the above definition.

Lemma 2.83. For all A ⊂ Rd and x0 ∈ A it holds

dim(A) = dim(span({x− x0 |x ∈ A})).
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Lemma 2.84. Let G < E(d) be discrete and x0 ∈ Rd such that the map
G → Rd, g 7→ g · x0 is injective. Let daff = dim(G · x0). Then there
exists some a ∈ E(d) such that for the discrete group G′ = aGa−1 and
x′0 = a · x0 it holds

aff(G′ · x′0) = {0d−daff} × Rdaff .

The map G′ → Rd, g 7→ g ·x′0 is injective and we have G′ ·x′0 = a · (G ·x0).

Proof. Let G < E(d) be discrete and x0 ∈ Rd such that the map G → Rd,
g 7→ g · x0 is injective. Let daff = dim(G · x0). There exists some daff-
dimensional vector space V such that aff(G · x0) = x0 + V . There exists
some A ∈ O(d) such that {Ax |x ∈ V } = {0d−daff} × Rdaff . The choice
a = (A,−Ax0) ∈ E(d) implies the assertion.

Lemma 2.85. Let G < E(d) be discrete and x0 ∈ Rd such that aff(G ·
x0) = {0d−daff} × Rdaff , where daff = dim(aff(G · x0)). Then we have
G < O(d− daff)⊕ E(daff).

Proof. Let G < E(d) be discrete and x0 ∈ Rd such that V = {0d−daff} ×
Rdaff , where V = aff(G · x0) and daff = dim(aff(G · x0)). Let g ∈ G. We
define the map ϕ : Rd → Rd, x 7→ L(g)x.
First we show that V is invariant under ϕ. Let x ∈ V . Since V = aff(G ·
x0)− x0, there exist some n ∈ N, x1, . . . , xn ∈ G · x0 and α1, . . . , αn ∈ R
such that x =

∑n
i=1 αixi and

∑n
i=1 αi = 0. It holds

L(g)x =
n∑
i=1

αiL(g)xi =
n∑
i=1

αi(g · xi) ∈ V.

Thus we have {L(g)x̃ | x̃ ∈ V } ⊂ V . Since L(g) is invertible, it holds
{L(g)x̃ | x̃ ∈ V } = V .
Since L(g) is orthogonal, also the complement V ⊥ = Rd−daff × {0daff} is
invariant under ϕ. This implies L(g) ∈ O(d1) ⊕ O(d2). It holds τ(g) =
g · x0 − L(g)x0 ∈ V and thus, g ∈ O(d1)⊕ E(d2).

Lemma 2.86. Let G < E(d) be discrete and x0 ∈ Rd such that the map
G → Rd, g 7→ g · x0 is injective and aff(G · x0) = {0d−daff} ×Rdaff , where
daff = dim(G ·x0). Let G′ = {Id−daff ⊕ g | g ∈ E(d2),∃A ∈ O(d1) : A⊕ g ∈
G}.
Then G′ is a discrete subgroup of E(d), the map

G → G′

A⊕ g 7→ Id−daff ⊕ g if A ∈ O(d− daff), g ∈ E(daff) and A⊕ g ∈ G
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is an isomorphism, G · x0 = G′ · x0 and the map G′ → Rd, g 7→ g · x0 is
injective.

Proof. Let G < E(d) be discrete and x0 ∈ Rd such that the map G → Rd,
g 7→ g · x0 is injective and aff(G · x0) = {0d−daff} × Rdaff , where daff =
dim(G · x0). By Lemma 2.85 we have G < O(d − daff) ⊕ E(daff). Let
G′ = {Id−daff ⊕ g | g ∈ E(d2),∃A ∈ O(d1) : A ⊕ g ∈ G}. We define the
map

ϕ : G → G′

A⊕ g 7→ Id−daff ⊕ g if A ∈ O(d− daff), g ∈ E(daff) and A⊕ g ∈ G.

It is clear that ϕ is a surjective homomorphism. Since x0 ∈ {0d−daff} ×
Rdaff , for all g ∈ G it holds g · x0 = ϕ(g) · x0. Particularly, we have
G · x0 = G′ · x0. Since the map G → Rd, g 7→ g · x0 is injective, the map
ϕ is injective and thus, an isomorphism. Since the map G′ → G′ · x0,
g 7→ g · x0 is a homeomorphism and G′ · x0 is discrete, G′ is discrete.

Remark 2.87. (i) Let G < E(d) be discrete, x0 ∈ Rd andA = aff(G·x0).
For all g ∈ G it holds {g · x |x ∈ A} = A.

(ii) Let G < E(d) be discrete and x0 ∈ Rd. Let V be the vector space
such that aff(G·x0) = x0+V . Then for all g ∈ G it holds {L(g)x |x ∈
V } = V .



3. Seminorms on the vector
space of all periodic
displacements

The main results of this chapter are Theorem 3.34, Theorem 3.37 and
Theorem 3.40.
We use the following notation. Let d, d1, d2, G and T be as in Defini-
tion 2.6, M0 as in Definition 2.13 and CN as in Definition 2.50 for all
N ∈ M0. Let x0 ∈ Rd be such that the map G → Rd, g 7→ g · x0 is in-
jective. Let daff denote the dimension dim(G · x0). Moreover we suppose
that

aff(G · x0) = {0d−daff} × Rdaff ,

which can be achieved by a coordinate transformation, see Lemma 2.84.

3.1. Motivation of the model and the
seminorms

In the physical model the dimension d is equal to 3 and there are atoms
at the points G ·x0. Since the map G → Rd, g 7→ g ·x0 is injective, we have
a canonical bijection between G and the atoms. We displace the atoms
a little bit and describe the small displacement by a function u : G → Rd
such that the atoms are now at the points

(vu(g))g∈G := (g · (x0 + u(g)))g∈G .

If u = 0, then the atoms are not displaced. If there exists some a ∈ Rd
such that L(g)u(g) = a for all g ∈ G, then we have a translation of the
atoms in the physical model. If there exists some R ∈ SO(d) such that
L(g)u(g) = (R − Id)(g · x0) for all g ∈ G, then we have a rotation of the
atoms about the origin in the physical model.
Let R be a finite appropriate subset of G. Now we want to define a
seminorm ‖ · ‖R on the vector space of all appropriate displacements u,
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which quantifies the size of vu ’modulo local isometries’. Let u : G → Rd
be T N -periodic for some N ∈M0. We want to define the seminorm such
that

‖u‖R ≈
(

1
|CN |

∑
g∈CN

dist2
(
vu|gR,

{
(a · (h · x0))h∈gR

∣∣∣ a ∈ E(d)
})) 1

2

,

(3.1)
where dist is the induced metric of the Euclidean norm on (Rd)R. For
every g ∈ CN we have

dist
(
vu|gR,

{
(a · (h · x0))h∈gR

∣∣∣ a ∈ E(d)
})

= dist
((

(gh) · (x0 + u(gh))
)
h∈R,

{
((ah) · x0))h∈R

∣∣∣ a ∈ E(d)
})

= dist
(

(u(gh))h∈R,
{(
L(h)T((ah) · x0 − h · x0)

)
h∈R

∣∣∣ a ∈ E(d)
})
.

(3.2)

Let U ⊂ E(d) be a sufficiently small open neighborhood of id. Then the
set {(

L(h)T((ah) · x0 − h · x0)
)
h∈R

∣∣∣ a ∈ U}
is a manifold and its tangent space at the point 0 ∈ (Rd)R is

Uiso(R) =
{(
L(h)T(b+ S(h · x0))

)
h∈R

∣∣∣ b ∈ Rd, S ∈ Skew(d)
}
,

see Proposition 4.19. Since we consider only small displacements u ≈ 0,
by (3.2) and Taylor’s theorem we have

dist
(
vu|gR,

{
(a · (h · x0))h∈gR

∣∣∣ a ∈ E(d)
})
≈ dist(u(g · )|R, Uiso(R)).

(3.3)
By (3.1) and (3.3) we define the seminorm ‖ · ‖R by

‖u‖R =
(

1
|CN |

∑
g∈CN

dist2(u(g · )|R, Uiso(R)
)) 1

2

,

see Definition 3.1 for the precise definition of the seminorm ‖ · ‖R.

3.2. The seminorm ‖ · ‖R
The main result of this section is Theorem 3.34.
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Definition 3.1. We define the vector spaces

Uper,C := L∞per(G,Cd×1) = {u : G → Cd |u is periodic}
and

Uper := {u : G → Rd |u is periodic} ⊂ Uper,C.

For all R ⊂ G we define the vector spaces

Utrans(R) :=
{
u : R → Rd

∣∣∣∃a ∈ Rd ∀g ∈ R : L(g)u(g) = a
}
,

Urot(R) :=
{
u : R → Rd

∣∣∣∃S ∈ Skew(d) ∀g ∈ R : L(g)u(g) =

S(g · x0 − x0)
}

and
Uiso(R) := Utrans(R) + Urot(R).

For all finite sets R ⊂ G we define the norm

‖ · ‖ : {u : R → Rd} → [0,∞)

u 7→
(∑
g∈R
‖u(g)‖2

) 1
2

and the function
‖ · ‖R : Uper → [0,∞)

u 7→
( 1
|CN |

∑
g∈CN

‖πUiso(R)(u(g · )|R)‖2
) 1

2 if u is T N -periodic,

where πUiso(R) is the orthogonal projection on {u : R → Rd} with respect
to the norm ‖ · ‖ with kernel Uiso(R).
Remark 3.2. (i) The map ({u : R → Rd}, ‖ · ‖) → (Cd×|R|, ‖ · ‖), u 7→

(u(g))g∈R is an isomorphism for all finite sets R ⊂ G. Thus there
is no ambiguity between the above definition and Definition 2.45.

(ii) The definition of ‖ · ‖R is independent of the choice of CN for all
N ∈M0.

(iii) One could also consider the vector space{
u : R → Rd

∣∣∣ ∃S ∈ Skew(d) ∀g ∈ R : L(g)u(g) = S(g · x0)
}
,

instead of Urot(R) since its sum with Utrans(R) is also Uiso(R). Due
to technical reasons we prefer Urot(R).
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For the definition of a seminorm see Definition C.1.

Lemma 3.3. For all finite sets R ⊂ G the function ‖ · ‖R is a seminorm.

Proof. Let R ⊂ G be finite, V = {v : G → {w : R → Rd} | v is periodic}.
We define the maps

f1 : Uper → V

u 7→
(
v : G → {w : R → Rd}, g 7→ πUiso(R)(u(g · )|R)

)
and

f2 : V → [0,∞)

v 7→
(

1
|CN |

∑
g∈CN

‖v(g)‖2
) 1

2

if N ∈M0 and v is T N -periodic.

It holds ‖ · ‖R = f2 ◦ f1. Since f1 is linear and f2 is a norm, the map
‖ · ‖R is a seminorm.

Remark 3.4. For all finite sets R ⊂ G the seminorm ‖ · ‖R satisfies the
parallelogram law, i. e. the seminorm is induced by a positive semidefinite
symmetric bilinear form.

3.2.1. Equivalence of the seminorms ‖ · ‖R1 and ‖ · ‖R2

for appropriate R1,R2 ⊂ G
Definition 3.5. We say R ⊂ G has Property 1 if R is finite, id ∈ R and

aff(R · x0) = aff(G · x0).

We say R ⊂ G has Property 2 if R is finite and there exist two sets
R′,R′′ ⊂ G such that id ∈ R′, R′ generates G, R′′ has Property 1 and
R′R′′ ⊂ R.

If R ⊂ G has Property 2, then R has also Property 1.

Lemma 3.6. Suppose that R ⊂ G has Property 1. Then there exists
some A ∈ Rdaff×|R| of rank daff such that

(g · x0 − x0)g∈R =
(

0d−daff ,|R|
A

)
.
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Proof. Suppose that R ⊂ G has Property 1. Since G · x0 ⊂ {0d−daff} ×
Rdaff , there exists some A ∈ Rdaff×|R| such that

(g · x0 − x0)g∈R =
(

0
A

)
.

It holds

dim(span({g·x0−x0 | g ∈ R})) = dim(aff(R·x0)) = dim(aff(G·x0)) = daff

and thus, rank(A) = daff .

Definition 3.7. For all finite sets R ⊂ G we define the function

pR : {u : R → Rd} → [0,∞)
u 7→ ‖πUiso(R)(u)‖,

where πUiso(R) is as above.

Lemma 3.8. For all finite sets R ⊂ G the function pR is a seminorm
and its kernel is Uiso(R).

Proof. This is clear.

Definition 3.9. For all finite setsR1,R2,R3 ⊂ G such thatR1 ⊂ R3R2,
we define the function

qR1,R2,R3
: {u : R1 → Rd} → [0,∞)

u 7→ inf
v : R3R2→Rd
v|R1=u

(∑
g∈R3

p2
R2

(
v(g · )|R2

)) 1
2

.

Lemma 3.10. The infimum in Definition 3.9 is a minimum, i. e. for all
finite sets R1,R2,R3 ⊂ G such that R1 ⊂ R3R2 and for all u : R1 → Rd
there exists some v : R3R2 → Rd such that v|R1 = u and

qR1,R2,R3
(u) =

(∑
g∈R3

p2
R2

(
v(g · )|R2

)) 1
2

.

Proof. Let R1,R2,R3 ⊂ G be finite such that R1 ⊂ R3R2. We define
the liner map

Ag : {v : R3R2 → Rd} → {w : R2 → Rd}
v 7→ πUiso(R2)(v(g · )|R2)
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for all g ∈ R2, where πUiso(R2) is as above, and the linear map

A : {v : R3R2 → Rd} → {w : R2 → Rd}R3

v 7→ (Agv)g∈R3 .

For all g ∈ R3 and v : R3R2 → Rd we have

pR2

(
v(g · )|R2

)
= ‖Agv‖

and (∑
g∈R3

p2
R2

(
v(g · )|R2

)) 1
2

= ‖Av‖.

Thus, for all u : R1 → Rd there exists some v : R3R2 → Rd such that
v|R1 = u and qR1,R2,R3

(u) = ‖Av‖.

Lemma 3.11. Let R1,R2,R3 ⊂ G be finite such that R1 ⊂ R3R2. Then
the function qR1,R2,R3

is a seminorm.

Proof. Let R1,R2,R3 ⊂ G be finite such that R1 ⊂ R3R2. We have
to show that qR1,R2,R3

is subadditive. Let A : {v : R3R2 → Rd} →
{w : R2 → Rd}R3 be the map as in the proof of Lemma 3.10. For all
u1, u2 : R1 → Rd we have

qR1,R2,R3
(u1 + u2) = inf

{
‖Av‖

∣∣ v : R3R2 → Rd, v|R1 = u1 + u2
}

= inf
{
‖Av1 +Av2‖

∣∣ v1, v2 : R3R2 → Rd, v1|R1 = u1, v2|R2 = u2
}

≤ inf
{
‖Av1‖+ ‖Av2‖

∣∣ v2, v2 : R3R2 → Rd, v1|R1 = u1, v2|R1 = u2
}

= qR1,R2,R3
(u1) + qR1,R2,R3

(u2).

For the definition of the equivalence of two seminorms see Definition C.2

Lemma 3.12. Suppose that R1 ⊂ G has Property 1 and R2 ⊂ G has
Property 2. Then there exists a finite set R3 ⊂ G such that R1 ⊂ R3R2
and the seminorms pR1

and qR1,R2,R3
are equivalent.

Proof. Suppose that R1 ⊂ G has Property 1 and R2 ⊂ G has Property 2.
By Lemma 3.8 the map pR1

is a seminorm with kernel Uiso(R1). By
Lemma 3.11 for all finite sets R3 ⊂ G such that R1 ⊂ R3R2 the function
qR1,R2,R3

is a seminorm. Hence, by Lemma C.4 it suffices to show that
there exists a finite set R3 ⊂ G with R1 ⊂ R3R2 and

ker(qR1,R2,R3
) = Uiso(R1).
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First we show that Uiso(R1) ⊂ ker(qR1,R2,R3
) for all finite sets R3 ⊂ G

with R1 ⊂ R3R2. Let R3 ⊂ G with R1 ⊂ R3R2. Let u ∈ Uiso(R1).
There exist some a ∈ Rd and S ∈ Skew(d) such that

L(g)u(g) = a+ S(g · x0 − x0) for all g ∈ R1.

We define v ∈ Uiso(R3R2) by

L(g)v(g) = a+ S(g · x0 − x0) for all g ∈ R3R2.

We have v|R1 = u and v(g · )|R2 ∈ Uiso(R2) for all g ∈ R3. Using
Lemma 3.8 it follows

q2
R1,R2,R3

(u) = inf
w : R3R2→Rd
w|R1=u

∑
g∈R3

p2
R2

(w(g · )|R2)

≤
∑
g∈R3

p2
R2

(v(g · )|R2)

= 0.

Hence, we have Uiso(R1) ⊂ ker(qR1,R2,R3
).

Now we show that there exists some R3 ⊂ G such that ker(qR1,R2,R3
) ⊂

Uiso(R1). By Property 2 of R2 there exist finite sets R′2,R′′2 ⊂ G such
that id ∈ R′2, R′2 generates G, R′′2 has Property 1 and

R′2R′′2 ⊂ R2.

Since R′2 generates G, there exists some n0 ∈ N such that

R1 ⊂ {id} ∪
n0⋃
k=1

{
g1 . . . gk

∣∣∣ g1, . . . , gk ∈ R′2 ∪ (R′2)−1
}
.

Let

R3 = {id} ∪
n0⋃
k=1

{
g1 . . . gk

∣∣∣ g1, . . . , gk ∈ R′2 ∪ (R′2)−1
}
.

Let u ∈ ker(qR1,R2,R3
). By Lemma 3.10 there exists some v : R3R2 → Rd

such that v|R1 = u and pR2
(v(g · )|R2) = 0 for all g ∈ R3. Hence, for all

g ∈ R3 there exist some a(g) ∈ Rd and S(g) ∈ Skew(d) such that

L(h)v(gh) = a(g) + S(g)(h · x0 − x0) for all h ∈ R2. (3.4)
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Since G ·x0 ⊂ {0d−daff}×Rdaff , we have h ·x0−x0 ∈ {0d−daff}×Rdaff for
all h ∈ R2. Hence, for all g ∈ R3 we may assume

S(g) =
(

0 S1(g)
−S1(g)T S2(g)

)
for some S1(g) ∈ R(d−daff)×daff and S2(g) ∈ Skew(daff). We prove induc-
tively that for n = 0, 1, . . . , n0 for all g ∈ {id}∪

⋃n
k=1{g1 . . . gk | g1, . . . , gk

∈ R′2 ∪ (R′2)−1} it holds

L(g)a(g) = a(id) + S(id)(g · x0 − x0) and S(g) = L(g)TS(id)L(g).
(3.5)

For n = 0 the induction hypothesis is true.
We assume the induction hypothesis holds for arbitrary but fixed 0 ≤
n < n0. Let g ∈ {id} ∪

⋃n
k=1

{
g1 . . . gk

∣∣∣ g1, . . . , gk ∈ R′2 ∪ (R′2)−1
}

and
r ∈ R′2 ∪ (R′2)−1.
Case 1: r ∈ R′2.

Since g ∈ R3 and rR′′2 ⊂ R2, by (3.4) we have

L(rh)v(grh) = a(g) + S(g)((rh) · x0 − x0) for all h ∈ R′′2 . (3.6)

Since gr ∈ R3 and R′′2 ⊂ R2, by (3.4) we have

L(h)v(grh) = a(gr) + S(gr)(h · x0 − x0) for all h ∈ R′′2 . (3.7)

By (3.6) and (3.7) we have

L(r)a(gr) +L(r)S(gr)(h ·x0−x0) = a(g) +S(g)((rh) ·x0−x0) (3.8)

for all h ∈ R′′2 . Since id ∈ R′′2 , by (3.8) we have

L(r)a(gr) = a(g) + S(g)(r · x0 − x0) (3.9)

and with the induction hypothesis follows

L(gr)a(gr) = a(id) + S(id)(g · x0 − x0) + S(id)L(g)(r · x0 − x0)
= a(id) + S(id)((gr) · x0 − x0).

By (3.8) and (3.9) we have

L(r)S(gr)(h · x0 − x0) = S(g)((rh) · x0 − r · x0)
= S(g)L(r)(h · x0 − x0) (3.10)
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for all h ∈ R′′2 . By Lemma 3.6 there exists some A ∈ Rdaff×|R′′2 | of
rank daff such that

(h · x0 − x0)h∈R′′2 =
(

0daff ,|R′′2 |
A

)
.

By (3.10) and the induction hypothesis we have

(S(gr)− L(gr)TS(id)L(gr))
(

0
A

)
= 0. (3.11)

By Lemma 2.85 there exist some Bgr ∈ O(d− daff) and Cgr ∈ O(daff)
such that L(gr) = Bgr ⊕ Cgr. Equation (3.11) is equivalent to(

(S1(gr)−BT
grS1(id)Cgr)A

(S2(gr)− CT
grS2(id)Cgr)A

)
= 0.

Since the rank of A is equal to the number of its rows, we have
S1(gr) = BT

grS1(id)Cgr and S2(gr) = CT
grS2(id)Cgr which is equiv-

alent to S(gr) = L(gr)TS(id)L(gr).
Case 2: r−1 ∈ R′2.

Since g ∈ R3 and R′′2 ⊂ R2, by (3.4) we have

L(h)v(gh) = a(g) + S(g)(h · x0 − x0) for all h ∈ R′′2 . (3.12)

Since gr ∈ R3 and r−1R′′2 ⊂ R2, by (3.4) we have

L(r−1h)v(gh) = a(gr) + S(gr)((r−1h) · x0 − x0) for all h ∈ R′′2 .
(3.13)

By (3.12) and (3.13) we have

a(gr) + S(gr)((r−1h) · x0 − x0) = L(r)Ta(g) + L(r)TS(g)(h · x0 − x0)
(3.14)

for all h ∈ R′′2 . Since id ∈ R′′2 , by (3.14) we have

a(gr) + S(gr)(r−1 · x0 − x0) = L(r)Ta(g). (3.15)

By (3.14) and (3.15) we have

S(gr)((r−1h) ·x0−x0) = S(gr)(r−1 ·x0−x0) +L(r)TS(g)(h ·x0−x0)

for all h ∈ R′′2 . This is equivalent to

S(gr)L(r)T(h · x0 − x0) = L(r)TS(g)(h · x0 − x0) (3.16)
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for all h ∈ R′′2 . By Lemma 3.6 there exists some A ∈ Rdaff×|R′′2 | of
rank daff such that

(h · x0 − x0)h∈R′′2 =
(

0daff ,|R′′2 |
A

)
.

By (3.16) and the induction hypothesis we have

(S(gr)− L(gr)TS(id)L(gr))L(r)T
(

0
A

)
= 0. (3.17)

By Lemma 2.85 there exist Br, Bgr ∈ O(d−daff) and Cr, Cgr ∈ O(daff)
such that L(r) = Br ⊕ Cr and L(gr) = Bgr ⊕ Cgr. Equation (3.17) is
equivalent to (

(S1(gr)−BT
grS1(id)Cgr)CT

r A
(S2(gr)− CT

grS2(id)Cgr)CT
r A

)
= 0.

Since Cr is invertible and the rank of A is equal to the number of
its rows, we have S1(gr) = BT

grS1(id)Cgr and S2(gr) = CT
grS2(id)Cgr

which is equivalent to S(gr) = L(gr)TS(id)L(gr). As S(gr) = L(gr)T

S(id)L(gr), we have by (3.15) and the induction hypothesis that

L(gr)a(gr) = L(g)a(g)− L(gr)S(gr)(r−1 · x0 − x0)
= a(id) + S(id)(g · x0 − x0)− S(id)L(gr)(r−1 · x0 − x0)
= a(id) + S(id)((gr) · x0 − x0).

Since R1 ⊂ R3 and v|R1 = u, we have by (3.4) and (3.5) that

L(g)u(g) = L(g)v(g) = L(g)a(g) = a(id)+S(id)(g·x0−x0) for all g ∈ R1

and thus, u ∈ Uiso(R1).

Theorem 3.13. Suppose that R1,R2 ⊂ G have Property 2. Then the
two seminorms ‖ · ‖R1 and ‖ · ‖R2 are equivalent.

Proof. Suppose that R1,R2 ⊂ G have Property 2. It is sufficient to
show that there exists a constant C > 0 such that ‖ · ‖R1 ≤ C‖ · ‖R2 .
Property 2 implies Property 1 and thus, by Lemma 3.12 there exists a
finite set R3 ⊂ G such that R1 ⊂ R3R2 and some C > 0 with pR1

≤
CqR1,R2,R3

. Let u ∈ Uper. There exists some N ∈ M0 such that u is
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T N -periodic. We have

‖u‖2R1
= 1
|CN |

∑
g∈CN

p2
R1

(u(g · )|R1)

≤ C2

|CN |
∑
g∈CN

q2
R1,R2,R3

(u(g · )|R1)

= C2

|CN |
∑
g∈CN

inf
v : R3R2→Rd
v|R1=u(g·)|R1

∑
g̃∈R3

p2
R2

(
v(g̃ · )|R2

)
≤ C2

|CN |
∑
g∈CN

∑
g̃∈R3

p2
R2

(
u(gg̃ · )|R2

)
= C2

|CN |
∑
g̃∈R3

∑
g∈CN g̃

p2
R2

(
u(g · )|R2

)
= C2|R3|‖u‖2R2

,

where we used that CN g̃ is a representation set of G/T N for all g̃ ∈ R3
in the last step. Hence, we have ‖ · ‖R1 ≤ C|R3|

1
2 ‖ · ‖R2 .

Remark 3.14. In Theorem 3.13 the premise that R1 and R2 have Prop-
erty 2 cannot be weakened to the premise that R1 and R2 are generating
sets of G and have Property 1, see Example 3.33.

3.2.2. The seminorms ‖ · ‖R,0, ‖ · ‖R,∇ and ‖ · ‖R,∇,0

Definition 3.15. For all R ⊂ G we define the vector spaces

Urot,0(R) :=
{
u : R → Rd

∣∣∣∃S ∈ Skew0,d2(d) ∀g ∈ R : L(g)u(g) =

S(g · x0 − x0)
}

⊂ Urot(R)
and

Uiso,0(R) := Utrans(R) + Urot,0(R) ⊂ Uiso(R),

where

Skew0,d2(d) :=
{(

S1 S2
−ST

2 0

) ∣∣∣∣S1 ∈ Skew(d1), S2 ∈ Rd1×d2

}
⊂ Skew(d).
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Definition 3.16. For all u ∈ Uper and finite sets R ⊂ G we define the
discrete derivative

∇Ru : G → {v : R → Rd}
g 7→ (∇Ru(g) : R → Rd, h 7→ u(gh)− L(h)Tu(g)).

Remark 3.17. Let R ⊂ G be finite, u ∈ Uper and vu : G → Rd, g 7→
g · (x0 + u(g)) which describes the position of the atoms in the physical
model, see Section 3.1. Then the relation between the derivative of vu
and the discrete derivative ∇Ru is given by(
vu(gh)− vu(g)

)
h∈R =

(
(gh) · x0 − g · x0 + L(gh)((∇Ru(g))(h))

)
h∈R

for all g ∈ G.
If u ∈ Uper is T N -periodic for some N ∈ M0 and R ⊂ G is finite, then
also the discrete derivative ∇Ru is T N -periodic.

Definition 3.18. For all finite sets R ⊂ G we define the seminorms

‖ · ‖R,0 : Uper → [0,∞)

u 7→
( 1
|CN |

∑
g∈CN

‖πUiso,0(R)(u(g · )|R)‖2
) 1

2 if u is T N -periodic,

‖ · ‖R,∇ : Uper → [0,∞)

u 7→
( 1
|CN |

∑
g∈CN

‖πUrot(R)(∇Ru(g))‖2
) 1

2 if u is T N -periodic,

and
‖ · ‖R,∇,0 : Uper → [0,∞)

u 7→
( 1
|CN |

∑
g∈CN

‖πUrot,0(R)(∇Ru(g))‖2
) 1

2 if u is T N -periodic,

where πUiso,0(R), πUrot(R) and πUrot,0(R) are the orthogonal projections
on {u : R → Rd} with respect to the norm ‖ · ‖ with kernels Uiso,0(R),
Urot(R) and Urot,0(R), respectively.

Remark 3.19. (i) For all finite sets R ⊂ G, the proof that the functions
‖ · ‖R,0, ‖ · ‖R,∇ and ‖ · ‖R,∇,0 are seminorms is analogous to the
proof of Lemma 3.3.

(ii) We have ‖ · ‖R,∇ = ‖ · ‖R\{id},∇ and ‖ · ‖R,∇,0 = ‖ · ‖R\{id},∇,0 for
all finite sets R ⊂ G.
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(iii) Let ti = (Id, ei) for all i = 1, . . . , d. If G = 〈t1, . . . , td〉 and
R = {t1, . . . , td}, then we have ‖πUrot(R)(∇Ru(g))‖ = ‖(∇Ru(g) +
(∇Ru(g))T)/2‖ for all u ∈ Uper and g ∈ G.

Proposition 3.20. Let R ⊂ G be finite and id ∈ R. Then the semi-
norms ‖ · ‖R and ‖ · ‖R,∇ are equivalent and the seminorms ‖ · ‖R,0 and
‖ · ‖R,∇,0 are equivalent.

Proof. Let R ⊂ G be finite, id ∈ R and without loss of generality R 6=
{id}. Let u ∈ Uper. There exists some N ∈ M0 such that u is T N -
periodic. We have

‖u‖2R,∇ = 1
|CN |

∑
g∈CN

‖πUrot(R)(∇Ru(g))‖2

≥ 1
|CN |

∑
g∈CN

‖πUiso(R)(u(g · )|R)‖2

= ‖u‖2R

and thus, ‖ · ‖R,∇ ≥ ‖ · ‖R. Let R′ = R \ {id}. For all g ∈ CN it holds

‖πUiso(R)(u(g · )|R)‖2

= inf
b∈Rd

inf
S∈Skew(d)

∥∥(L(h)u(gh)− b− S(h · x0 − x0)
)
h∈R

∥∥2

= inf
b∈Rd

(
‖u(g)− b‖2 + inf

S∈Skew(d)

∥∥(L(h)u(gh)− b

− S(h · x0 − x0)
)
h∈R′

∥∥2
)

= inf
b∈Rd

(
‖b‖2 + inf

S∈Skew(d)

∥∥(L(h)u(gh)− u(g)− b

− S(h · x0 − x0)
)
h∈R′

∥∥2
)

≥ inf
b∈Rd

(
‖b‖2 + 1

|R′|
inf

S∈Skew(d)

∥∥(L(h)u(gh)− u(g)− b

− S(h · x0 − x0)
)
h∈R′

∥∥2
)

≥ inf
b∈Rd

(
‖b‖2 + 1

|R′|

(
1
2 inf
S∈Skew(d)

∥∥(L(h)u(gh)− u(g)

− S(h · x0 − x0)
)
h∈R′

∥∥2 −
∥∥(b)

h∈R′
∥∥2
))
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= 1
2|R′|

∥∥πUrot(R)(∇Ru(g))
∥∥2
,

where in the second to last step we used that ‖v +w‖2 ≥ ‖v‖2/2− ‖w‖2
for all v, w : R′ → Rd. Thus, we have

‖u‖2R = 1
|CN |

∑
g∈CN

∥∥πUiso(R)(u(g · )|R)
∥∥2

≥ 1
2|R′||CN |

∑
g∈CN

∥∥πUrot(R)(∇Ru(g))
∥∥2

= 1
2|R′| ‖u‖

2
R,∇.

Hence, we have ‖ · ‖R,∇ ≤
√

2|R′|‖ · ‖R.
The proof of the equivalence of the seminorms ‖ · ‖R,0 and ‖ · ‖R,∇,0 is
analogous.

3.2.3. Equivalence of the seminorms ‖ · ‖R and ‖ · ‖R,0

The following lemma is well-known.

Lemma 3.21. There exists a constant c > 0 such that for every n ∈ N
it holds∥∥x⊗yT +A

∥∥ ≥ c(∥∥x⊗yT∥∥+
∥∥A∥∥) for all x, y ∈ Cn, A ∈ Skew(n,C).

Proof. Let x, y ∈ Cn and A ∈ Skew(n,C). Since Cn×n = Sym(n,C) ⊕
Skew(n,C) we have∥∥x⊗ yT +A

∥∥2 ≥
∥∥∥1

2
(
x⊗ yT + y ⊗ xT)∥∥∥2

= 1
2
∥∥x⊗ yT∥∥2 + 1

2

( n∑
i=1

xiyi

)2

≥ 1
2
∥∥x⊗ yT∥∥2

.

If ‖A‖ ≤ 2‖x⊗ yT‖, then∥∥x⊗ yT +A
∥∥ ≥ 1√

2
∥∥x⊗ yT∥∥ ≥ 1

3
√

2
(∥∥x⊗ yT∥∥+ ‖A‖

)
.

If ‖A‖ ≥ 2‖x⊗ yT‖, then∥∥x⊗ yT +A
∥∥ ≥ ‖A‖ − ∥∥x⊗ yT∥∥ ≥ 1

3
(∥∥x⊗ yT∥∥+ ‖A‖

)
.
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For the proof of Theorem 3.24 we need the following lemma.

Lemma 3.22. Let n ∈ N, q ∈ N0 and β1, . . . , βq ∈ R. Then there exists
an integer N ∈ N such that

max
m∈{1,...,N}

∥∥∥∥a⊗ (sin(mα1), . . . , sin(mαn))+
q∑

k=1
sin(mβk)Bk +mS

∥∥∥∥ ≥ ‖S‖
for all a ∈ Cn, α1, . . . , αn ∈ R, B1, . . . , Bq ∈ Cn×n and S ∈ Skew(n,C).

Remark 3.23. If q = 0, then the term
∑q
k=1 sin(mβk)Bk is the empty

sum.

Proof. It suffices to prove that there exists a constant c > 0 such that for
all n ∈ N, q ∈ N0 and β1, . . . , βq ∈ R there exists an integer N ∈ N such
that

max
m∈{1,...,N}

∥∥∥∥a⊗(sin(mα1), . . . , sin(mαn))+
q∑

k=1
sin(mβk)Bk+mS

∥∥∥∥ ≥ c‖S‖
for all a ∈ Cn, α1, . . . , αn ∈ R, B1, . . . , Bq ∈ Cn×n and S ∈ Skew(n,C)
due to the fact that for N = d 1

c eÑ we have

max
m∈{1,...,N}

∥∥∥∥a⊗ (sin(mα1), . . . , sin(mαn)) +
q∑

k=1
sin(mβk)Bk +mS

∥∥∥∥
≥ max
m∈
{

1,...,Ñ
}∥∥∥a⊗ (sin(m(d 1

c eα1)), . . . , sin(m(d 1
c eαn)))

+
q∑

k=1
sin(m(d 1

c eβk))Bk +m(d 1
c eS)

∥∥∥.
Since

‖M‖ ≥ 1
n2

∑
i,j∈{1,...,n}

i<j

∥∥∥(mii mijmji mjj

)∥∥∥
for all M = (mij) ∈ Cn×n, it suffices to prove the assertion for n = 2.
Let q ∈ N0 and β1, . . . , βq ∈ R. Without loss of generality we assume
β1, . . . , βq ∈ R \ (πQ): Let n0 ∈ N be such that n0βk ∈ πZ for all
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k ∈ {1, . . . , q} with βk ∈ πQ. Then we have

max
m∈{1,...,n0N}

∥∥∥∥a⊗ (sin(mα1), sin(mα2)) +
q∑

k=1
sin(mβk)Bk +mS

∥∥∥∥
≥ max
m∈{1,...,N}

∥∥∥∥a⊗ (sin(m(n0α1)), sin(m(n0α2)))

+
q∑

k=1
βk /∈πQ

sin(m(n0βk))Bk +m(n0S)
∥∥∥∥

for allN ∈ N, a ∈ C2, α1, α2 ∈ R, B1, . . . , Bq ∈ C2×2 and S ∈ Skew(2,C).
For all a > 0 we define the function

| · |a : R→ [0,∞)
x 7→ dist(x, aZ).

Moreover, without loss of generality we may assume |βk − βl|2π > 0 for
all k 6= l and since

sin(mβ) = − sin(m(2π − β))

also |βk + βl|2π 6= 0 for all k 6= l. For the definition of a suitable integer
N ∈ N and the following proof we define some positive constants. By
Lemma 3.21 there exists a constant cL > 0 such that

‖x⊗ yT + S‖ ≥ cL‖x‖(|y1|+ |y2|) + cL‖S‖

for all x, y ∈ C2 and S ∈ Skew(2,C). In particular, this inequality implies
the assertion for q = 0. Hence we may assume q 6= 0, i. e. q ∈ N. Let

δ1 = min
γ1,γ2∈{±β1,...,±βq}

γ1 6=γ2

|γ1 − γ2|2π, µ1 = 1
2q

( δ1
2π

)2q−1
,

C1 = 4(2q + 1)
µ1

, C2 = 6q
µ1

and C3 = max
{4q + 2

µ1
,

32πC2

δ1

}
.

By Kronecker’s approximation Theorem D.5, for all k ∈ {1, . . . , q} there
exists an integer qk such that 2C3 + 2 < qk and∣∣∣qk · βk

π
+ 1

2

∣∣∣
1
≤ 1

3πC3
.
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Let
N1 = max

{⌈
2C1

cL

⌉
, 2q, 1 +

⌈
16πC2

δ1

⌉
, q1, . . . , qq

}
∈ N.

For all α ∈ R we define (α)2π ∈ R by {(α)2π} = [−π, π)∩ (α+ 2πZ). We
have |(α)2π| = |α|2π. By Taylor’s Theorem we have for all α, β ∈ R and
n ∈ N

sin(nα) = sin(n(β+(α−β)2π)) = sin(nβ)+n(α−β)2π cos(nβ)+R(n, α, β)

where R(n, α, β) is the remainder term. Let δ2 > 0 be so small such that

|R(n, α, β)| ≤ 1
2n|α− β|2π|cos(nβ)| (3.18)

for all n ∈ {1, . . . , N1}, α ∈ R with |α− β|2π < δ2 and β ∈ {0, π, β1, . . . ,
βq}. Let

δ3 = min{δ1, δ2}, µ2 = 1
2q + 2

( δ3
2π

)2q+1
and C4 = 2q + 3

µ2
.

Let
N = max

{
N1, 1 + dC4e

}
∈ N.

Now, let a = (a1, a2)T ∈ C2, α1, α2 ∈ R, Bk =
(
b
(k)
11 b

(k)
12

b
(k)
21 b

(k)
22

)
∈ C2×2 for all

k ∈ {1, . . . , q} and S =
( 0 −s
s 0

)
∈ Skew(2,C). We denote

LHS = max
m∈{1,...,N}

∥∥∥∥a⊗ (sin(mα1), sin(mα2)) +
q∑

k=1
sin(mβk)Bk +mS

∥∥∥∥.
Case 1: ∀ i ∈ {1, 2} : ((|αi|2π < δ2) ∨ (|αi − π|2π < δ2)).

Case 1.1:
∑q
k=1‖Bk‖ ≥ C1(‖a‖(|α1|π + |α2|π) + ‖S‖).

Let i, j ∈ {1, 2} with
∑q
k=1|b

(k)
ij | ≥ 1

4
∑q
k=1‖Bk‖. By the definition

of δ1 we have

min
γ1,γ2∈{±β1,...,±βq}

γ1 6=γ2

|eiγ1 − eiγ2 | ≥ min
γ1,γ2∈{±β1,...,±βq}

γ1 6=γ2

|γ1 − γ2|2π
π

≥ δ1
π
.

By Turán’s third Theorem D.6 there exists some ν ∈ {1, . . . , 2q}
such that∥∥∥∥ q∑

k=1
sin(νβk)Bk

∥∥∥∥ ≥ ∣∣∣∣ q∑
k=1

b
(k)
ij sin(νβk)

∣∣∣∣
=
∣∣∣∣ q∑
k=1

( ib(k)
ij

2 e−iνβk +
−ib(k)

ij

2 eiνβk
)∣∣∣∣
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≥ µ1

q∑
k=1

∣∣b(k)
ij

∣∣
≥ µ1

4

q∑
k=1
‖Bk‖.

We have

LHS ≥
∥∥∥∥ q∑
k=1

sin(νβk)Bk
∥∥∥∥− ‖a⊗ (sin(να1), sin(να2))‖ − ‖νS‖

≥ µ1

4

q∑
k=1
‖Bk‖ − 2q‖a‖(|α1|π + |α2|π)− 2q‖S‖

≥ ‖S‖.

Case 1.2:
∑q
k=1‖Bk‖ ≤ C1(‖a‖(|α1|π + |α2|π) + ‖S‖).

We have

LHS ≥ ‖a⊗ (sin(N1α1), sin(N1α2)) +N1S‖ −
∥∥∥∥ q∑
k=1

sin(N1βk)Bk
∥∥∥∥

≥ cL‖a‖(|sin(N1α1)|+ |sin(N1α2)|) + cL‖N1S‖ −
q∑

k=1
‖Bk‖

(3.18)
≥ cLN1

2 ‖a‖(|α1|π + |α2|π) + cLN1‖S‖ −
q∑

k=1
‖Bk‖

≥ cLN1

2
(
‖a‖(|α1|π + |α2|π) + ‖S‖

)
+ cL

2 ‖S‖ −
q∑

k=1
‖Bk‖

≥ cL
2 ‖S‖.

Case 2: ∃ i ∈ {1, 2}, ∃ k ∈ {1, . . . , q} : ((|αi − βk|2π < δ2) ∨
(|αi + βk|2π < δ2)).

Without loss of generality let i = 1 and k = 1. Without loss of
generality we may assume |α1 − β1|2π < δ2 since

a⊗ (sin(mα1), sin(mα2)) = (−a)⊗ (sin(m(−α1)), sin(m(−α2)))

for all m ∈ N. Let δk be equal to 1 if k = 0 and equal to 0 otherwise.
Case 2.1:

∑q
k=1|a2δk−1 + b

(k)
21 | ≥ C2|a2||α1 − β1|2π and

max{|a2||α1 − β1|2π,
∑q
k=1|a2δk−1 + b

(k)
21 |} ≥ C3|s|.
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Since C2 ≥ 1 the condition is equivalent to
q∑

k=1
|a2δk−1+b(k)

21 | ≥ C2|a2||α1−β1|2π and
q∑

k=1
|a2δk−1+b(k)

21 | ≥ C3|s|.

By Turán’s third theorem (analogously to Case 1.1) there exists an
integer ν ∈ {1, . . . , 2q} such that∣∣∣∣ q∑

k=1

(
a2δk−1 + b

(k)
21
)

sin(νβk)
∣∣∣∣

=
∣∣∣∣ q∑
k=1

(
i(a2δk−1 + b

(k)
21 )

2 e−iνβk + −i(a2δk−1 + b
(k)
21 )

2 eiνβk
)∣∣∣∣

≥ µ1

q∑
k=1

∣∣a2δk−1 + b
(k)
21
∣∣.

We have

LHS
(3.18)
≥

∣∣∣∣ q∑
k=1

(
a2δk−1 + b

(k)
21
)

sin(νβk)
∣∣∣∣

− 3
2 |a2|ν|α1 − β1|2π|cos(νβ1)| − ν|s|

≥
(µ1

2 + µ1

2

) q∑
k=1

∣∣a2δk−1 + b
(k)
21
∣∣− 3q|a2||α1 − β1|2π − 2q|s|

≥ |s|

= 1√
2
‖S‖.

Case 2.2:
∑q
k=1|a2δk−1 + b

(k)
21 | ≤ C2|a2||α1 − β1|2π and

max{|a2||α1 − β1|2π,
∑q
k=1|a2δk−1 + b

(k)
21 |} ≥ C3|s|.

By Turán’s third theorem there exists an integer ν ∈ {N1 − 1, N1}
such that

|cos(νβ1)| =
∣∣∣ 12eiνβ1 + 1

2e−iνβ1
∣∣∣ ≥ δ1

4π .

We have

LHS
(3.18)
≥ 1

2 |a2||cos(νβ1)|ν|α1

− β1|2π −
∣∣∣∣ q∑
k=1

(a2δk−1 + b
(k)
21 ) sin(νβk)

∣∣∣∣− ν|s|
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≥
(
δ1(N1 − 1)

16π + δ1ν

16π

)
|a2||α1 − β1|2π

−
q∑

k=1

∣∣a2δk−1 + b
(k)
21
∣∣− ν|s|

≥ ν|s|

≥ 1√
2
‖S‖.

Case 2.3: max{|a2||α1 − β1|2π,
∑q
k=1|a2δk−1 + b

(k)
21 |} ≤ C3|s|.

By Definition of q1 we have

|cos(q1β1)| = |sin(q1β1 + π
2 )| ≤ |q1β1 + π

2 |π = π| q1β1
π + 1

2 |1 ≤
1

3C3
.

So we have

LHS
(3.18)
≥ q1|s| − 3

2 |a2||cos(q1β1)|q1|α1 − β1|2π

−
∣∣∣∣ q∑
k=1

(
a2δk−1 + b

(k)
21
)

sin(q1βk)
∣∣∣∣

≥
(

1 + q1

2 + C3

)
|s| − q1

2C3
|a2||α1 − β1|2π

−
q∑

k=1

∣∣a2δk−1 + b
(k)
21
∣∣

≥ 1√
2
‖S‖.

Case 3: ∃ i ∈ {1, 2} : (|αi − β|2π ≥ δ2 ∀β ∈ {0, π,±β1, . . . ,±βq}).
Without loss of generality let i = 1.
Case 3.1: |a2|+

∑q
k=1|b

(k)
21 | ≥ C4|s|.

By Definition of δ3 we have

min
γ1,γ2∈{±α1,±β1,...,±βq}

γ1 6=γ2

∣∣eiγ1 − eiγ2
∣∣

≥ min
γ1,γ2∈{±α1,±β1,...,±βq}

γ1 6=γ2

|γ1 − γ2|2π
π

≥ min{δ1, δ2}
π

= δ3
π
.
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By Turán’s third theorem there exists an integer ν ∈ {1, . . . , 2q+2}
such that∣∣∣∣a2 sin(να1) +

q∑
k=1

b
(k)
21 sin(νβk)

∣∣∣∣
=
∣∣∣∣ ia2

2 e−iνα1 + −ia2

2 eiνα1 +
q∑

k=1

(
ib(k)

21
2 e−iνβk + −ib(k)

21
2 eiνβk

)∣∣∣∣
≥ µ2

(
|a2|+

q∑
k=1

∣∣b(k)
21
∣∣).

We have

LHS ≥
∣∣∣∣a2 sin(να1) +

q∑
k=1

b
(k)
21 sin(νβk)

∣∣∣∣− ν|s|
≥ µ2

(
|a2|+

q∑
k=1

∣∣b(k)
21
∣∣)− (2q + 2)|s|

≥ |s|

= 1√
2
‖S‖.

Case 3.2: |a2|+
∑q
k=1|b

(k)
21 | ≤ C4|s|.

We have

LHS ≥ N |s| − |a2 sin(Nα1)| −
∣∣∣∣ q∑
k=1

b
(k)
21 sin(Nβk)

∣∣∣∣
≥ N |s| −

(
|a2|+

q∑
k=1

∣∣b(k)
21
∣∣)

≥ |s|

= 1√
2
‖S‖.

Since case 2 and case 3 include the case

∃ i ∈ {1, 2} : ((|αi|2π ≥ δ2) ∧ (|αi − π|2π ≥ δ2)),

the assertion is proven.

Theorem 3.24 (A discrete Korn’s inequality). Suppose that R ⊂ G has
Property 2. Then the two seminorms ‖ · ‖R and ‖ · ‖R,0 are equivalent.
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Proof. Suppose that R ⊂ G has Property 2.
First we show the trivial inequality ‖ · ‖R ≤ ‖ · ‖R,0:
Let u ∈ Uper. Let N ∈ M0 be such that u is T N -periodic. Since
Uiso,0(R) ⊂ Uiso(R), we have

‖u‖2R = 1
|CN |

∑
g∈CN

‖πUiso(R)(u(g · )|R)‖2

≤ 1
|CN |

∑
g∈CN

‖πUiso,0(R)(u(g · )|R)‖2

= ‖u‖2R,0.

Now we show with the aid of the Plancherel formula that there exists a
constant c > 0 such that ‖ · ‖R ≥ c‖ · ‖R,0:
By Theorem 2.17 there exists some m ∈ N such that M0 = mN. By
Lemma 2.12 the group T m is isomorphic to Zd2 and thus, there exist
t1, . . . , td2 ∈ T m such that {t1, . . . , td2} generates T m. Since L(T m) is
a subgroup of ⊕(O(d − daff) × O(daff − d2) × {Id2}) and the elements
t1, . . . , td2 commute, by Theorem D.4 we may without loss of general-
ity (by a coordinate transformation) assume that there exist matrices
A1, . . . , Ad2 , an integer q ∈ {0, . . . , b(daff − d2)/2c}, vectors v1, . . . , vd2 ∈
{±1}daff−d2−2q and angles θ1,1, . . . , θd2,q ∈ [0, 2π) such that

L(ti) = Ai⊕diag(vi)⊕R(θi,1)⊕· · ·⊕R(θi,q)⊕Id2 for all i ∈ {1, . . . , d2}.

By Lemma 3.22 there exists an integer N0 ∈ N such that

max
n∈{1,...,N0}

∥∥∥∥a⊗ (sin(nα1), . . . , sin(nαd2))−
d2∑
i=1

q∑
j=1

sin(nθi,j)Bi,j − nS
∥∥∥∥

≥ ‖S‖ (3.19)

for all a ∈ Cd2 , α1, . . . , αd2 ∈ [0, 2π), B1,1, . . . , Bd2,q ∈ Cd2×d2 , and S ∈
Skew(d2,C). Let R0 = {tni | i ∈ {1, . . . , d2}, n ∈ {±1, . . . ,±N0}} ⊂ T m.
Since ‖ · ‖R∪R0,0 ≥ ‖ · ‖R,0 and by Theorem 3.13, we may without loss
of generality assume that R0 ⊂ R. For all finite sets R′ ⊂ G we define
the map

gR′ : Skew(d,C)→ Cd×|R
′|

S 7→ (L(h)TS(h · x0 − x0))h∈R′ .

Now we show that there exists a constant c0 > 0 such that∥∥(χ(h)v − L(h)Tv
)
h∈R0

− gR0(S)
∥∥ ≥ c0‖S3‖ (3.20)
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for all χ ∈ T̂ m, v ∈ Cd and S =
(
S1 −ST

2
S2 S3

)
∈ Skew(d1 + d2,C).

Let χ ∈ T̂ m, v =
(v1
v2

)
∈ Cd1+d2 and S =

(
S1 −ST

2
S2 S3

)
∈ Skew(d1 + d2,C).

We have

LHS :=
∥∥∥(χ(h)v − L(h)Tv

)
h∈R0

− gR0(S)
∥∥∥

≥
∥∥∥(χ(h)v2 − v2 − (S2, S3)(h · x0 − x0)

)
h∈R0

∥∥∥
≥ 1√

2

(∥∥∥(χ(tni )v2 − v2 − (S2, S3)(tni · x0 − x0)
)
i∈{1,...,d2}

∥∥∥
+
∥∥∥(χ(t−ni )v2 − v2 − (S2, S3)(t−ni · x0 − x0)

)
i∈{1,...,d2}

∥∥∥)
≥ 1√

2

∥∥∥((χ(tni )− χ(t−ni ))v2 − (S2, S3)(tni · x0 − t−ni · x0)
)
i∈{1,...,d2}

∥∥∥
(3.21)

for all n ∈ {1, . . . , N0}. For all j ∈ {1, . . . , d2} we define αj ∈ [0, 2π) by

eiαj = χ(tj). Let x0,1 ∈ Rd1 and x0,2 ∈ Rd2 be such that x0 =
(
x0,1
x0,2

)
.

For all j ∈ {1, . . . , q} we define nj = d1− 2(q− j+ 1), mj = 2(q− j) and

bj = S2(0nj ,nj ⊕ ( 0 −2
2 0 )⊕ 0mj ,mj )x0,1 ∈ Cd2 .

Let τ2 : T m → Rd2 be uniquely defined by the condition τ(t) =
( 0d1

τ2(t)
)

for all t ∈ T m. Then for all i ∈ {1, . . . , d2} and n ∈ {1, . . . , N0} we have

(S2, S3)(tni · x0 − t−ni · x0)
= S2

(
0d1−2q ⊕ (R(nθi,1)−R(−nθi,1))⊕ · · · ⊕ (R(nθi,q)−R(nθi,q))

)
x0,1

+ 2nS3τ2(ti)

=
q∑
j=1

sin(nθi,j)S2
(
0nj ,nj ⊕ ( 0 −2

2 0 )⊕ 0mj ,mj
)
x0,1 + 2nS3τ2(ti)

=
q∑
j=1

sin(nθi,j)bj + 2nS3τ2(ti).

For all i ∈ {1, . . . , d2} and j ∈ {1, . . . , q} we define Bi,j = bj ⊗ eT
i ∈

Cd2×d2 . Let T = 2
(
τ2(t1), . . . , τ2(td2)

)
∈ GL(d2). By equation (3.21) for
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all n ∈ {1, . . . , N0} we have

LHS ≥ 1√
2

∥∥∥2iv2 ⊗ (sin(nα1), . . . , sin(nαd2))

−
d2∑
i=1

q∑
j=1

sin(nθi,j)Bi,j − nS3T
∥∥∥

≥ c1
∥∥∥(2iTTv2)⊗ (sin(nα1), . . . , sin(nαd2))

−
d2∑
i=1

q∑
j=1

sin(nθi,j)TTBi,j − nTTS3T
∥∥∥,

where c1 = σmin(T−T )/
√

2 > 0, σmin(M) denotes the minimum singular
value of a matrix M and we used Corollary 9.6.7 in [10] in the last step.
With equation (3.19) it follows

LHS ≥ c1‖TTS3T‖ ≥ c0‖S3‖,

where c0 = σmin(T )2c1 > 0.
By Proposition 3.20 it suffices to show that there exists a constant c > 0
such that ‖ · ‖R,∇ ≥ c‖ · ‖R,∇,0. Let u ∈ Uper. Let N ∈M0 be such that
u is T N -periodic. In particular, m divides N . Let v : G → Skew(d) be
T N -periodic such that πUrot(R)(∇Ru(g)) = ∇Ru(g) − gR ◦ v(g) for all
g ∈ G. Let

v1 : G →
{(

S1 S2
−ST

2 0

) ∣∣∣∣S1 ∈ Skew(d1), S2 ∈ Rd1×d2

}
and

v2 : G → {0d1,d1 ⊕ S |S ∈ Skew(d2)}
such that v = v1 + v2. For all g ∈ Cm we define the functions

ug : T m → Cd, t 7→ u(gt)
vg : T m → Skew(d,C), t 7→ v(gt)
v1,g : T m → Skew(d,C), t 7→ v1(gt)

and
v2,g : T m → Skew(d,C), t 7→ v2(gt).

Let E ′ = {χ ∈ T̂ m |χ is periodic}. For all g ∈ Cm and χ ∈ E ′ it holds

vg
∧

(χ) = v1,g
∧

(χ) + v2,g
∧

(χ),

v1,g
∧

(χ) ∈
{(

S1 S2
−ST

2 0

) ∣∣∣∣S1 ∈ Skew(d1,C), S2 ∈ Cd1×d2

}
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and
v2,g
∧

(χ) ∈ {0d1,d1 ⊕ S |S ∈ Skew(d2,C)}.

We have

‖u‖2R,∇ = 1
|CN |

∑
(g,t)∈Cm×(T m∩CN )

‖πUrot(R)(∇Ru(gt))‖2

= 1
|CN |

∑
g∈Cm

∑
t∈Tm∩CN

‖∇Ru(gt)− gR ◦ v(gt)‖2

≥ 1
|CN |

∑
g∈Cm

∑
t∈Tm∩CN

‖∇R0u(gt)− gR0 ◦ v(gt)‖2

= 1
|CN |

∑
g∈Cm

∑
t∈Tm∩CN

∥∥(ug(th)− L(h)Tug(t)
)
h∈R0

− gR0 ◦ vg(t)
∥∥2

= 1
|CN |

∑
g∈Cm

|T m ∩ CN |
∑
χ∈E′

∥∥(χ(h)−1ug
∧

(χ)− L(h)Tug
∧

(χ)
)
h∈R0

− gR0 ◦ vg
∧

(χ)
∥∥2

≥ c20
|CN |

∑
g∈Cm

|T m ∩ CN |
∑
χ∈E′
‖v2,g
∧

(χ)‖2

= c20
|CN |

∑
g∈Cm

∑
t∈Tm∩CN

‖v2,g(t)‖2

= c20
|CN |

∑
(g,t)∈Cm×(T m∩CN )

‖v2(gt)‖2

= c20‖v2‖22. (3.22)

In the first and last step we used that
⋃

(g,t)∈Cm×(Tm∩CN ){gt} is a rep-
resentation set of G/T N . In the fifth and seventh step we used Proposi-
tion 2.56 for the group T m and T N -periodic functions and Lemma 2.58.
Note that T m ∩ CN is a representation set of T m/T N . In the sixth step
we used (3.20). Let C = |R|max{‖h · x0 − x0‖ |h ∈ R}. We have

‖u‖2R,∇ = 1
|CN |

∑
g∈CN

‖∇Ru(g)− gR ◦ v(g)‖2

≥ 1
|CN |

∑
g∈CN

(
1
2‖∇Ru(g)− gR ◦ v1(g)‖2 − ‖gR ◦ v2(g)‖2

)
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≥ 1
|CN |

∑
g∈CN

(
1
2‖πUrot,0(R)(∇Ru(g)))‖2 − C‖v2(g)‖2

)
= 1

2‖u‖
2
R,∇,0 − C‖v2‖22, (3.23)

where in the second step we used that (a−b)2 ≥ a2/2−b2 for all a, b ≥ 0.
Let c2 = min{1/2, c20/(2C)}. By (3.22) and (3.23) we have

‖u‖2R,∇ ≥
1
2‖u‖

2
R,∇ + c2‖u‖2R,∇

≥ c20
2 ‖v2‖22 + c2

(1
2‖u‖

2
R,∇,0 − C‖v2‖22

)
≥ c2

2 ‖u‖
2
R,∇,0.

Thus, we have ‖ · ‖R,∇ ≥
√
c2/2‖ · ‖R,∇,0.

3.2.4. The kernel of the seminorm ‖ · ‖R

In this section we define and analyze the vector spaces Utrans and Urot,0,0
which correspond in the physical model to the space of all translations
and infinitesimal rotations about the subspace {0d1} × Rd2 of G · x0,
respectively.

Definition 3.25. For all R ⊂ G we define the vector spaces

Urot,0,0(R) :=
{
u : R → Rd

∣∣∣∃S ∈ Skew(d1) ∀g ∈ R : L(g)u(g)

= (S ⊕ 0d2,d2)(g · x0 − x0)
}

⊂ Urot,0(R) ∩
{
u : G → Rd1 × {0d2}

}
and

Uiso,0,0(R) := Utrans(R) + Urot,0(R) ⊂ Uiso,0(R).

For brevity, we define

Utrans := Utrans(G)
Urot,0,0 := Urot,0,0(G)

and
Uiso,0,0 := Uiso,0,0(G).
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Remark 3.26. We have Urot,0,0 ⊂ Urot,0(G). If d ≥ 2 and d2 ≥ 1, then
we have Urot,0,0 ( Urot,0(G). Moreover, in general we have Utrans 6⊂ Uper
and Urot,0,0 6⊂ Uper. For example let α ∈ R \ (2πQ) be an angle, G =
〈R(α) ⊕ (I1, 1)〉 < E(3) and x0 = e1. Then we have dim(Urot,0(G)) =
3, dim(Urot,0,0) = 1 and dim(Urot,0,0 ∩ Uper) = 0. Moreover, we have
dim(Utrans) = 3 and dim(Utrans ∩ Uper) = 1.

Example 3.27. If d1 = 1 or daff = d2, then we have Urot,0,0 = {0}. In
particular, if G is a space group, then we have Urot,0,0 = {0}.

The next proposition characterizes the vector spaces Utrans(R), Urot(R),
Urot,0(R), Urot,0,0(R), Uiso(R), Uiso,0(R) and Uiso,0,0(R) for appropriate
R ⊂ G. In particular, the proposition characterizes Utrans, Urot,0,0 and
Uiso,0,0 since G has a subset with Property 1.

Proposition 3.28. Suppose that R ⊂ G has a subset with Property 1.
Then the maps

ϕ1 : Rd → Utrans(R)
a 7→

(
R → Rd, g 7→ L(g)Ta

)
,

ϕ2 : Rd3×daff × Skew(daff)→ Urot(R)

(A1, A2) 7→
(
R → Rd, g 7→ L(g)T

(
0 A1
−AT

1 A2

)
(g · x0 − x0)

)
,

ϕ3 : Rd3×d4 × Rd3×d2 × Skew(d4)× Rd4×d2 → Urot,0(R)
(A1, A2, A3, A4)

7→
(
R → Rd, g 7→ L(g)T

( 0 A1 A2
−AT

1 A3 A4

−AT
2 −A

T
4 0

)
(g · x0 − x0)

)
,

and
ϕ4 : Rd3×d4 × Skew(d4)→ Urot,0,0(R)

(A1, A2) 7→
(
R → Rd, g 7→ L(g)T

((
0 A1
−AT

1 A2

)
⊕ 0d2,d2

)
(g · x0 − x0)

)
are isomorphisms, where d3 = d− daff and d4 = daff − d2. In particular,
we have

dim(Utrans(R)) = d

dim(Urot(R)) = daff(d− 1
2daff − 1

2 ),
dim(Urot,0(R)) = d3daff + 1

2d4(daff + d2 − 1)
and

dim(Urot,0,0(R)) = d4(d3 + d1 − 1)/2.
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Moreover we have

Uiso(R) = Utrans(R)⊕ Urot(R),
Uiso,0(R) = Utrans(R)⊕ Urot,0(R)

and
Uiso,0,0(R) = Utrans(R)⊕ Urot,0,0(R).

Proof. Let d3 = d− daff , d4 = daff − d2 and R ⊂ G be such that R has a
subset with Property 1. In particular, we have id ∈ R.
Since L(id) = Id, the map ϕ1 is injective and thus, an isomorphism.
Now we prove that ϕ3 is an isomorphism. The map ϕ3 is well-defined
and linear.
First we show that ϕ3 is surjective. Let u ∈ Urot,0(R). There exist some
A1 ∈ Skew(d1) and A2 ∈ Rd1×d2 such that

L(g)u(g) =
(

A1 A2
−AT

2 0

)
(g · x0 − x0) for all g ∈ G.

Let A3 ∈ Skew(d3), A4 ∈ Rd3×d4 , A5 ∈ Skew(d4), A6 ∈ Rd3×d2 and
A7 ∈ Rd4×d2 be such that

A1 =
(

A3 A4
−AT

4 A5

)
and A2 =

(
A6
A7

)
.

Since G · x0 ⊂ {0d3} × Rdaff , we have ϕ3(A4, A6, A5, A7) = u.
Now we show that ϕ3 is injective. Let the matrices A1, B1 ∈ Rd3×d4 ,
A2, B2 ∈ Rd3×d2 , A3, B3 ∈ Skew(d4) and A4, B4 ∈ Rd4×d2 be such that
ϕ3(A1, A2, A3, A4) = ϕ3(B1, B2, B3, B4). Let R′ ⊂ R be such that R′
has Property 1. By Lemma 3.6 there exists some C ∈ Rdaff×|R′| of rank
daff such that

(g · x0 − x0)g∈R′ =
(

0
C

)
.

The identity ϕ3(A1, A2, A3, A4) = ϕ3(B1, B2, B3, B4) implies( 0 A1 A2
−AT

1 A3 A4

−AT
2 −A

T
4 0

)
(g · x0 − x0) =

( 0 B1 B2
−BT

1 B3 B4

−BT
2 −B

T
4 0

)
(g · x0 − x0)

for all g ∈ R and in particular, we have(
(A1 A2 )C
(A3 A4 )C

)
=
(

(B1 B2 )C
(B3 B4 )C

)
.

Since the rank of C is equal to the number of its rows, we have Ai = Bi
for all i ∈ {1, . . . , 4}.



3.2. The seminorm ‖ · ‖R 77

The proofs that ϕ2 and ϕ4 are isomorphisms are analogous.
For all u ∈ Urot(R) we have u(id) = 0 and for all u ∈ Utrans(R) and g ∈ R
we have L(g)u(g) = u(id). This implies Utrans(R) ∩ Urot(R) = {0} and
thus Uiso(R) = Utrans(R) ⊕ Urot(R). Analogously, we have Uiso,0(R) =
Utrans(R)⊕ Urot,0(R) and Uiso,0,0(R) = Utrans(R)⊕ Urot,0,0(R).

Lemma 3.29. If the group L(G) is finite, then we have Uiso,0,0 ⊂ Uper.

Proof. Suppose that L(G) is finite. Let n = |L(G)|. For all g ∈ G we have

L(g)n = Id. (3.24)

By Theorem 2.17 there exists some N ∈ M0 such that n divides N . Let
u ∈ Uiso,0,0. By definition there exist some a ∈ Rd and S ∈ Skew(d1)
such that

L(g)u(g) = a+ (S ⊕ 0)(g · x0) for all g ∈ G.
For all g ∈ G and t ∈ T we have

u(gtN ) = L(gtN )−1(a+ (S ⊕ 0)((gtN ) · x0 − x0)
)

= L(t)−NL(g)−1(a+ (S ⊕ 0)(g · (L(t)Nx0)− x0)
+ (S ⊕ 0)L(g)τ(tN )

)
= L(g)−1(a+ (S ⊕ 0)(g · x0 − x0)

)
= u(g),

where we used (3.24), that L(G) < ⊕(O(d1) × O(d2)) and that τ(G) ⊂
{0d1} × Rd2 in the second to last step. Thus, u is T N -periodic and we
have u ∈ Uper.

The following theorem characterizes the kernel of the seminorm ‖ · ‖R.

Theorem 3.30. Suppose that R ⊂ G has Property 2. Then we have

ker(‖ · ‖R) = Uiso,0,0 ∩ Uper.

Proof. Suppose that R ⊂ G has Property 2.
First we show that Uiso,0,0 ∩ Uper ⊂ ker(‖ · ‖R):
Let u ∈ Uiso,0,0 ∩ Uper. There exist some a ∈ Rd and S ∈ Skew(d) such
that

L(g)u(g) = a+ S(g · x0 − x0) for all g ∈ G.
Let g ∈ G. For all h ∈ R it holds

L(h)u(gh) = L(g)Ta+ L(g)TS((gh) · x0 − x0)
= L(g)Ta+ L(g)TSτ(g) + L(g)TSL(g)(h · x0 − x0).
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Since L(g)TSL(g) ∈ Skew(d), we have u(g · )|R ∈ Uiso(R).
Let N ∈ M0 be such that u is T N -periodic. Since g ∈ G was arbitrary,
we have

‖u‖2R = 1
|CN |

∑
g∈CN

‖πUiso(R)(u(g · )|R)‖2 = 0.

Thus, we have u ∈ ker(‖ · ‖R).
Now we show that ker(‖ · ‖R) ⊂ Uiso,0,0 ∩ Uper:
Let u ∈ ker(‖ · ‖R). By definition of ‖ · ‖R we have u ∈ Uper. Let
g ∈ G. By Theorem 3.13 we have u ∈ ker(‖ · ‖R∪{g}) and thus u|R∪{g} ∈
Uiso(R∪ {g}). There exist some a ∈ Rd and S ∈ Skew(d) such that

L(h)u(h) = a+ S(h · x0 − x0) for all h ∈ R ∪ {g}. (3.25)

Since R has Property 2, it holds id ∈ R and thus, a = u(id). In particu-
lar, the vector a is independent of g.
Since R has Property 2, by Lemma 3.6 there exists some A ∈ Rdaff×|R|

of rank daff such that

(g · x0 − x0)g∈R =
(

0d−daff ,|R|
A

)
.

Since G ·x0 ⊂ {0d−daff}×Rdaff , without loss of generality we may assume
that

S =
(

0 S1
−ST

1 S2

)
for some S1 ∈ R(d−daff)×daff and S2 ∈ Skew(daff). By equation (3.25) we
have

(L(h)u(h)− a)h∈R =
(

0 S1
−ST

1 S2

)(
0
A

)
=
(
S1A
S2A

)
. (3.26)

Since the rank of A is equal to the number of its rows, by (3.26) the
matrix S is independent of g.
Since g ∈ G was arbitrary, we have

L(g)u(g) = a+ S(g · x0 − x0) for all g ∈ G. (3.27)

Let C = sup{‖u(g)‖ | g ∈ G}. Since u is periodic, we have C < ∞. Let
t ∈ T . By (3.27) for all n ∈ N we have

n‖Sτ(t)‖ = ‖Sτ(tn)‖ = ‖L(tn)u(tn)− a− SL(tn)x0 + Sx0‖
≤ 2C + 2‖S‖‖x0‖
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and thus, Sτ(t) = 0. Since t ∈ T was arbitrary, we have

Sx = 0 for all x ∈ span({τ(t) | t ∈ T }) = {0d1} × Rd2 ,

and thus, S ∈ ⊕(Skew(d1)×{0d2,d2}). By (3.27) we have u ∈ Uiso,0,0.

Corollary 3.31. Suppose that L(G) is finite and R ⊂ G has property 2.
Then we have

ker(‖ · ‖R) = Uiso,0,0.

Moreover, the map

Rd × Rd3×d4 × Skew(d4)→ ker(‖ · ‖R)
(a,A1, A2)

7→
(
G → Rd, g 7→ L(g)T

(
a+

(( 0 A1
−AT

1 A2

)
⊕ 0d2,d2

)
(g · x0 − x0)

))
is an isomorphism and in particular we have

dim(ker(‖ · ‖R)) = d+ d4(d3 + d1 − 1)/2,

where d3 = d− daff and d4 = daff − d2.

Proof. The assertion is clear by Theorem 3.30, Lemma 3.29 and Propo-
sition 3.28.

Corollary 3.32. Suppose that G is a space group and R ⊂ G has property
2. Then we have

ker(‖ · ‖R) = Utrans.

Proof. This is clear by Corollary 3.31 and Example 3.27.

Example 3.33. We present an example which shows that in Theo-
rem 3.13 the premise that R1 and R2 have Property 2 cannot be weak-
ened to the premise that R1 and R2 are generating sets of G and have
Property 1.
Suppose that d = 2, d1 = 1, d2 = 1, t = (I2, e2), G = 〈t〉, x0 = 0, R1 =
{id, t} and R2 = {id, t, t2}. The set R1 generates G and has Property 1
but does not have Property 2. The set R2 has Property 2. Using that the
seminorms ‖ · ‖R and ‖ · ‖R\{id},∇ are equivalent by Proposition 3.20, it
follows

ker(‖ · ‖R1) = {u ∈ Uper | ∃ a ∈ R∀ g ∈ G : u2(g) = a}.
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By Corollary 3.31 and Example 3.27 we have

ker(‖ · ‖R2) = Uiso,0,0 = Utrans.

Since the kernels of ‖ · ‖R1 and ‖ · ‖R2 are not equal, the seminorms
‖ · ‖R1 and ‖ · ‖R2 are not equivalent.

The following theorem summarizes the main results of this section.

Theorem 3.34. Suppose that the sets R1,R2 ⊂ G have Property 2. Then
the seminorms ‖ · ‖R1 , ‖ · ‖R2 , ‖ · ‖R1,0, ‖ · ‖R2,0, ‖ · ‖R1,∇, ‖ · ‖R2,∇,
‖ · ‖R1,∇,0 and ‖ · ‖R2,∇,0 are equivalent and their kernel is Uiso,0,0∩Uper.

Proof. This is clear by Theorem 3.13, Proposition 3.20, Theorem 3.24
and Theorem 3.30.

3.3. The seminorm ‖ · ‖R,0,0
Recall Definition 3.25.

Definition 3.35. For all finite sets R ⊂ G we define the seminorms

‖ · ‖R,0,0 : Uper → [0,∞)

u 7→
( 1
|CN |

∑
g∈CN

‖πUiso,0,0(R)(u(g · )|R)‖2
) 1

2

and
‖ · ‖R,∇,0,0 : Uper → [0,∞)

u 7→
( 1
|CN |

∑
g∈CN

‖πUrot,0,0(R)(∇Ru(g))‖2
) 1

2
,

where u is T N -periodic and the maps πUiso,0,0(R) and πUrot,0,0(R) are the
orthogonal projections on {u : R → Rd} with respect to the norm ‖ · ‖
with kernels Uiso,0,0(R) and Urot,0,0(R), respectively.

Remark 3.36. For all finite sets R ⊂ G we have ‖ · ‖R ≤ ‖ · ‖R,0,0, but
the seminorms ‖ · ‖R and ‖ · ‖R,0,0 need not be equivalent, see Proposi-
tion 3.43.

Theorem 3.37. Suppose that R1,R2 ⊂ G have Property 2. Then the
seminorms ‖ · ‖R1,0,0, ‖ · ‖R2,0,0, ‖ · ‖R1,∇,0,0, and ‖ · ‖R2,∇,0,0 are equiv-
alent and their kernel is Uiso,0,0 ∩ Uper.
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Proof. Suppose that R1,R2 ⊂ G have Property 2. The proof that the
seminorms ‖ · ‖R1,0,0 and ‖ · ‖R2,0,0 are equivalent is analogous to the
proof of Theorem 3.13: For all finite sets we define the seminorm

p0,R : {u : R → Rd} → [0,∞)
u 7→ ‖πUiso,0,0(R)(u)‖,

where πUiso,0,0(R) is the orthogonal projection on {u : R → Rd} with re-
spect to the norm ‖ · ‖ with kernel Uiso,0,0(R). Analogously to Lemma 3.8
the kernel of the seminorm p0,R is Uiso,0,0(R). Analogously to Defini-
tion 3.9 for all finite sets R1,R2,R3 ⊂ G such that R1 ⊂ R3R2, we
define the seminorm

q0,R1,R2,R3
: {u : R1 → Rd} → [0,∞)

u 7→ inf
v : R3R2→Rd
v|R1=u

(∑
g∈R3

p2
0,R2

(
v(g · )|R2

)) 1
2

,

where the infimum is even a minimum, see Lemma 3.10. Analogously
to Lemma 3.12 for all R1,R2 ⊂ G such that R1 has Property 1 and
R2 has Property 2 we have that there exists a finite set R3 ⊂ G such
that R1 ⊂ R3R2 and the seminorms pR1

and qR1,R2,R3
are equivalent.

Analogously to the proof of Theorem 3.13 this implies that the seminorms
‖ · ‖R1,0,0 and ‖ · ‖R2,0,0 are equivalent.
Analogously to the proof of Proposition 3.20, the seminorms ‖ · ‖R,0,0
and ‖ · ‖R,∇,0,0 are equivalent for all finite sets R ⊂ G such that id ∈ R.
In particular, if R ⊂ G has Property 2, then ‖ · ‖R,0,0 and ‖ · ‖R,∇,0,0 are
equivalent.
Suppose that R ⊂ G has property 2. Analogously to the proof of Theo-
rem 3.30, we have Uiso,0,0∩Uper ⊂ ker(‖ · ‖R,0,0). Since ‖ · ‖R ≤ ‖ · ‖R,0,0,
by Theorem 3.30 we have ker(‖ · ‖R,0,0) ⊂ Uiso,0,0 ∩ Uper.

3.4. The seminorm ‖∇R · ‖2

Definition 3.38. For all finite sets R ⊂ G we define the norm

‖ · ‖2 :
{
u : G → {v : R → Rd}

∣∣u is periodic
}
→ [0,∞)

u 7→
( 1
|CN |

∑
g∈CN

‖u(g)‖2
) 1

2 if u is T N -periodic.
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Remark 3.39. For all finite sets R ⊂ G the map({
u : G → {v : R → Rd}

∣∣u is periodic}, ‖ · ‖2)→ (
L∞per(G,Rd×|R|), ‖ · ‖2

)
u 7→ (G → Rd×|R|, g 7→ (v(g))g∈R)

is an isomorphism. Thus there is no ambiguity between the above defi-
nition and Definition 2.52.

Theorem 3.40. Let R1,R2 ⊂ G be finite generating sets of G. Then
the seminorms ‖∇R1 · ‖2 and ‖∇R2 · ‖2 on Uper are equivalent and their
kernel is Utrans ∩ Uper.

Proof. Let R1,R2 ⊂ G be finite generating sets of G. Analogously to
Lemma 3.3, the functions ‖∇R1 · ‖2 and ‖∇R2 · ‖2 are seminorms.
First we show that the seminorms ‖∇R1 · ‖2 and ‖∇R2 · ‖2 are equiv-
alent. It suffices to show that there exists a constant C > 0 such that
‖∇R1 · ‖2 ≤ C‖∇R2 · ‖2. SinceR2 generates G, for every r ∈ R1 there ex-
ist some nr ∈ N and sr,1, . . . , sr,nr ∈ R2∪R−1

2 such that r = sr,1 . . . sr,nr .
Let u ∈ Uper. Let N ∈M0 be such that u is T N -periodic. Then we have

‖∇R1u‖22 = 1
|CN |

∑
g∈CN

‖∇R1u(g)‖2

= 1
|CN |

∑
g∈CN

∑
r∈R1

‖L(r)u(gr)− u(g)‖2

= 1
|CN |

∑
g∈CN

∑
r∈R1

∥∥∥∥ nr∑
i=1

L(sr,1 . . . sr,i−1)
(
L(sr,i)u(gsr,1 . . . sr,i)

− u(gsr,1 . . . sr,i−1)
)∥∥∥∥2

≤ 1
|CN |

∑
g∈CN

∑
r∈R1

( nr∑
i=1
‖L(sr,i)u(gsr,1 . . . sr,i)− u(gsr,1 . . . sr,i−1)‖

)2

≤ 1
|CN |

∑
g∈CN

∑
r∈R1

nr

nr∑
i=1
‖L(sr,i)u(gsr,1 . . . sr,i)− u(gsr,1 . . . sr,i−1)‖2

≤ C

|CN |
∑
g̃∈CN

∑
s∈R2

‖L(s)u(g̃s)− u(g̃)‖2

= C‖∇R2u‖22,

where C =
∑
r∈R1

n2
r. In the fifth step we used that the arithmetic

mean is lower or equal than the root mean square. In the sixth step,
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if sr,i ∈ R2, we substituted gsr,1 . . . sr,i−1 by g̃, and if sr,i ∈ R−1
2 , we

substituted gsr,1 . . . sr,i by g̃.
Let R = R1. Now we show that ker(‖∇R · ‖2) = Utrans ∩ Uper. It is
clear that Utrans ∩ Uper ⊂ ker(‖∇R · ‖2). If u ∈ ker(‖∇R · ‖2), then for
all g ∈ G we have

0 = ‖∇R∪{g}u‖2 ≥ ‖L(g)u(g)− u(id)‖, (3.28)

where we used that the seminorms ‖∇R · ‖2 and ‖∇R∪{g} · ‖2 are equiv-
alent. By (3.28) we have L(g)u(g) = u(id) for all g ∈ G and thus
u ∈ Utrans.

Remark 3.41. For all finite sets R ⊂ G we have ‖ · ‖R,0,0 ≤ ‖∇R · ‖2, but
the seminorms ‖ · ‖R,0,0 and ‖∇R · ‖ need not be equivalent since their
kernels are not equal, see Theorem 3.37 and Theorem 3.40.
Theorem 3.24 yields the following corollary.

Corollary 3.42. (A discrete Korn’s inequality for space groups) Suppose
that G is a space group and R ⊂ G has Property 2. Then the seminorms
‖ · ‖R, ‖ · ‖R,0,0 and ‖∇R · ‖2 are equivalent.

Proof. Suppose that G is a space group and R ⊂ G has Property 2. Then
we have Urot,0(R) = Urot,0,0(R) = {0} and ‖ · ‖R,∇,0 = ‖ · ‖R,∇,0,0 =
‖∇R · ‖2 With Theorem 3.34 and Theorem 3.37 follows the assertion.

3.5. Fourier transformation of a seminorm
Proposition 3.43 and Proposition 3.44 are very similar. In Proposi-
tion 3.43 we have daff = 1 and in Proposition 3.44 we have daff = 2.

Proposition 3.43. Suppose that t = (I2, e2) ∈ E(2), G = 〈t〉 < E(2),
x0 = 0 ∈ R2 and R ⊂ G has Property 2, e. g. R = {id, t, t2}. Then the
seminorms ‖ · ‖R,0,0 and ‖∇R · ‖2 are equivalent and there exist constants
C, c > 0 such that for all u ∈ Uper we have

c‖∇Ru‖22 ≤
∑

k∈[0,1)∩Q

|k|21‖u
∧

(χk)‖2 ≤ C‖∇Ru‖22

and

c‖u‖2R ≤
∑

k∈[0,1)∩Q

(
|k|41|u

∧
1(χk)|2 + |k|21

∣∣u∧2(χk)
∣∣2) ≤ C‖u‖2R,

where | · |1 : R→ [0,∞), k 7→ dist(k,Z) is the distance to nearest integer
function.
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Proof. Suppose that t = (I2, e2), G = 〈t〉 and x0 = 0. We have d = 2
and d1 = d2 = 1. The set {id, t, t2} has Property 2 and by Theorem 3.40
and Theorem 3.34 without loss of generality, let R = {id, t, t2}. Since
Urot,0,0(R) = {0}, we have ‖ · ‖R,∇,0,0 = ‖∇R · ‖2 and thus the semi-
norms ‖ · ‖R,0,0 and ‖∇R · ‖2 are equivalent by Theorem 3.37.
By Definition 2.29 for all k ∈ R and n ∈ Z, we have χk(tn) = e2πink. The
maps

[0, 1)→ Ĝ, k 7→ χk

and
[0, 1) ∩Q→ {χ ∈ Ĝ |χ is periodic}, k 7→ χk

are bijective. Thus, without loss of generality, let E = {χk | k ∈ [0, 1)∩Q},
see Definition 2.53.
Since {k ∈ [0, 1) | e−2πik = 1} = {0} and by Taylor’s theorem, there exists
a constant cT ∈ (0, 1) such that for all k ∈ [0, 1) and n ∈ {1, 2} we have

cT |k|1 ≤
∣∣e−2πik − 1

∣∣, (3.29)
cT
∣∣e−2πink − 1

∣∣ ≤ |k|1, (3.30)
and

cT
∣∣e−2πink − 1 + 2πink

∣∣ ≤ |k|21. (3.31)

For all u ∈ Uper we have

‖∇Ru‖22 =
∑
χ∈E

∥∥∇Ru∧(χ)
∥∥2

=
∑

k∈[0,1)∩Q

∥∥(χk(h)−1u
∧

(χk)− u
∧

(χk))h∈R
∥∥2

=
∑

k∈[0,1)∩Q

2∑
n=1

∣∣e−2πink − 1
∣∣2∥∥u∧(χk)

∥∥2
, (3.32)

where we used Proposition 2.56 in the first step and Lemma 2.58 in the
second step. Equations (3.29), (3.30) and (3.32) imply the first assertion.
Now we show the second assertion. Let R′ = {t, t2}. By Proposition 3.20
the seminorms ‖ · ‖R and ‖ · ‖R′,∇ are equivalent, i. e. there exist some
constants C, c > 0 such that

c‖ · ‖R ≤ ‖ · ‖R′,∇ ≤ C‖ · ‖R. (3.33)
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We define the linear map

gR′ : Skew(2,C)→ C2×|R′|

S 7→
(
S(h · x0 − x0)

)
h∈R′ .

For all u ∈ Uper we have

‖u‖2R′,∇ = inf
{
‖∇R′u− gR′ ◦ v‖22

∣∣∣ v ∈ L∞per(G,Skew(2,C))
}

= inf
{∑
χ∈E

∥∥∇R′u∧(χ)− gR′ ◦ ṽ(χ)
∥∥2
∣∣∣∣ ṽ ∈⊕

χ∈E
Skew(2,C)

}
=
∑
χ∈E

inf
{∥∥∇R′u∧(χ)− gR′(S)

∥∥2
∣∣∣S ∈ Skew(2,C)

}
=

∑
k∈[0,1)∩Q

inf
{∥∥(χk(h)−1u

∧
(χk)− u

∧
(χk)

−
( 0 −s
s 0

)
(h · x0 − x0)

)
h∈R′

∥∥2
∣∣∣∣ s ∈ C

}
=

∑
k∈[0,1)∩Q

inf
{ 2∑
n=1

∥∥(e−2πink − 1)u
∧

(χk) + nse1
∥∥2
∣∣∣∣ s ∈ C

}
,

(3.34)

where we used Proposition 2.56 in the second step and Lemma 2.58 in
the fourth step.
It holds

n∑
i=1

a2
i ≤

( n∑
i=1

ai

)2
≤ n

n∑
i=1

a2
i (3.35)

for all n ∈ N and a1, . . . , an ≥ 0.
We define the functions

f1 : [0, 1)× C2 × C→ [0,∞)

(k, v, s) 7→
2∑

n=1

∥∥(e−2πink − 1)v + nse1
∥∥

and
f2 : [0, 1)× C2 → [0,∞)

(k, v) 7→ |k|21|v1|+ |k|1|v2|.
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By (3.33), (3.34) and (3.35) it suffices so show that there exist some
constant C, c > 0 such that for all (k, v) ∈ [0, 1)× C2 we have

c inf
s∈C

f1(k, v, s) ≤ f2(k, v) ≤ C inf
s∈C

f1(k, v, s). (3.36)

First we show the left inequality of (3.36). By (3.30) and (3.31) for all
(k, v) ∈ [0, 1)× C2 we have

inf
s∈C

f1(k, v, s) ≤ f1(k, v, 2πikv1)

≤
2∑

n=1

(∣∣e−2πink − 1 + 2πink
∣∣|v1|+

∣∣e−2πink − 1
∣∣|v2|

)
≤ 2

cT
f2(k, v).

Now we show the right inequality of (3.36). Let (k, v, s) ∈ [0, 1)×C2×C.
By (3.29) we have

f1(k, v, s) ≥
∣∣e−2πikv1 − v1 + s

∣∣+ 1
2
∣∣e−4πikv1 − v1 + 2s

∣∣
≥ 1

2
∣∣2(e−2πikv1 − v1 + s)− (e−4πikv1 − v1 + 2s)

∣∣
= 1

2
∣∣e−2πik − 1

∣∣2|v1|

≥ c2T
2 |k|

2
1|v1| (3.37)

and
f1(k, v, s) ≥

∣∣e−2πik − 1
∣∣|v2| ≥ cT |k|1|v2|. (3.38)

By (3.37) and (3.38) we have

f1(k, v, s) ≥ c2T
4 f2(k, v).

Proposition 3.44. Suppose that t = ((−1 0
0 1 ), e2) ∈ E(2), G = 〈t〉 <

E(2), x0 = e1 ∈ R2 and R ⊂ G has Property 2, e. g. R = {t0, . . . , t3}.
Then the seminorms ‖ · ‖R,0,0 and ‖∇R · ‖2 are equivalent and there exist
constants C, c > 0 such that for all u ∈ Uper we have

c‖∇Ru‖22 ≤
∑

k∈[0,1)∩Q

(
|k − 1

2 |
2
1|u
∧

1(χk)|2 + |k|21|u
∧

2(χk)|2
)
≤ C‖∇Ru‖22

and

c‖u‖2R ≤
∑

k∈[0,1)∩Q

(
|k − 1

2 |
4
1|u
∧

1(χk)|2 + |k|21
∣∣2πi(k − 1

2 )u
∧

1(χk)− u
∧

2(χk)
∣∣2)

≤ C‖u‖2R,
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where | · |1 : R→ [0,∞), k 7→ dist(k,Z) is the distance to nearest integer
function.

Proof. Suppose that t = ((−1 0
0 1 ), e2), G = 〈t〉 and x0 = e1. We have d = 2

and d1 = d2 = 1. The set {t0, . . . , t3} has Property 2 and by Theorem 3.40
and Theorem 3.34 without loss of generality, let R = {t0, . . . , t3}. Since
Urot,0,0(R) = {0}, we have ‖ · ‖R,∇,0,0 = ‖∇R · ‖2 and thus the semi-
norms ‖ · ‖R,0,0 and ‖∇R · ‖2 are equivalent by Theorem 3.37.
By Definition 2.29 for all k ∈ R and n ∈ Z, we have χk(tn) = e2πink. The
maps

[0, 1)→ Ĝ, k 7→ χk

and
[0, 1) ∩Q→ {χ ∈ Ĝ |χ is periodic}, k 7→ χk

are bijective. Thus, without loss of generality, let E = {χk | k ∈ [0, 1)∩Q},
see Definition 2.53.
Since {k ∈ [0, 1) | e−2πik = 1} = {0}, {k ∈ [0, 1) | e−2πik = −1} = { 1

2}
and by Taylor’s theorem, there exists a constant cT ∈ (0, 1) such that for
all k ∈ [0, 1) and n ∈ {1, 2, 3} we have

cT |k|1 ≤
∣∣e−2πik − 1

∣∣, (3.39)
cT
∣∣k − 1

2
∣∣
1 ≤

∣∣e−2πik + 1
∣∣, (3.40)

cT
∣∣e−2πink − 1

∣∣ ≤ |k|1, (3.41)
cT
∣∣e−2πink − (−1)n

∣∣ ≤ ∣∣k − 1
2
∣∣
1, (3.42)

and
cT
∣∣e−2πink − (−1)n + (−1)n2πin(k − 1

2 )
∣∣ ≤ ∣∣k − 1

2
∣∣2
1. (3.43)

For all u ∈ Uper we have

‖∇Ru‖22 =
∑
χ∈E

∥∥∇Ru∧(χ)
∥∥2

=
∑

k∈[0,1)∩Q

∥∥(χk(h)−1u
∧

(χk)− L(h)Tu
∧

(χk))h∈R
∥∥2

=
∑

k∈[0,1)∩Q

3∑
n=1

∥∥∥e−2πinku
∧

(χk)−
(−1 0

0 1
)n
u
∧

(χk)
∥∥∥2
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=
∑

k∈[0,1)∩Q

3∑
n=1

(∣∣e−2πink − (−1)n
∣∣2∣∣u∧1(χk)

∣∣2
+
∣∣e−2πink − 1

∣∣2∣∣u∧2(χk)
∣∣2), (3.44)

where we used Proposition 2.56 in the first step and Lemma 2.58 in the
second step. Equations (3.39), (3.40), (3.41), (3.42) and (3.44) imply the
first assertion.
Now we show the second assertion. Let R′ = {t1, t2, t3}. By Propo-
sition 3.20 the seminorms ‖ · ‖R and ‖ · ‖R′,∇ are equivalent, i. e. there
exist some constants C, c > 0 such that

c‖ · ‖R ≤ ‖ · ‖R′,∇ ≤ C‖ · ‖R. (3.45)

We define the linear map

gR′ : Skew(2,C)→ C2×|R′|

S 7→
(
L(h)TS(h · x0 − x0)

)
h∈R′ .

For all u ∈ Uper we have

‖u‖2R′,∇ = inf
{
‖∇R′u− gR′ ◦ v‖22

∣∣∣ v ∈ L∞per(G,Skew(2,C))
}

= inf
{∑
χ∈E

∥∥∇R′u∧(χ)− gR′ ◦ ṽ(χ)
∥∥2
∣∣∣∣ ṽ ∈⊕

χ∈E
Skew(2,C)

}
=
∑
χ∈E

inf
{∥∥∇R′u∧(χ)− gR′(S)

∥∥2
∣∣∣S ∈ Skew(2,C)

}
=

∑
k∈[0,1)∩Q

inf
{∥∥(χk(h)−1u

∧
(χk)− L(h)Tu

∧
(χk)

− L(h)T( 0 −s
s 0

)
(h · x0 − x0)

)
h∈R′

∥∥2
∣∣∣ s ∈ C

}
=

∑
k∈[0,1)∩Q

inf
{ 3∑
n=1

∥∥∥e−2πinku
∧

(χk)−
(−1 0

0 1
)n
u
∧

(χk)

−
(

(−1)n+1ns
((−1)n−1)s

)∥∥∥2 ∣∣∣ s ∈ C
}
, (3.46)

where we used Proposition 2.56 in the second step and Lemma 2.58 in
the fourth step.
It holds

n∑
i=1

a2
i ≤

( n∑
i=1

ai

)2
≤ n

n∑
i=1

a2
i (3.47)
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for all n ∈ N and a1, . . . , an ≥ 0.
We define the functions

f1 : [0, 1)× C2 × C→ [0,∞)

(k, v, s) 7→
3∑

n=1

∥∥∥e−2πinkv −
(−1 0

0 1
)n
v −

(
(−1)n+1ns
((−1)n−1)s

)∥∥∥
and

f2 : [0, 1)× C2 → [0,∞)
(k, v) 7→ |k − 1

2 |
2
1|v1|+ |k|1|2πi(k − 1

2 )v1 − v2|.

By (3.45), (3.46) and (3.47) it suffices so show that there exist some
constant C, c > 0 such that for all (k, v) ∈ [0, 1)× C2 we have

c inf
s∈C

f1(k, v, s) ≤ f2(k, v) ≤ C inf
s∈C

f1(k, v, s). (3.48)

First we show the right inequality of (3.48). Let cR > 0 be small enough,
e. g. cR = c3T

400 . Let (k, v, s) ∈ [0, 1) × C2 × C. By (3.39) and (3.40) we
have

f1(k, v, s) ≥
∣∣e−2πikv1 + v1 − s

∣∣+ 1
2
∣∣e−4πikv1 − v1 + 2s

∣∣
≥ 1

2
∣∣2(e−2πikv1 + v1 − s) + e−4πikv1 − v1 + 2s

∣∣
= 1

2
∣∣e−2πik + 1

∣∣2|v1|

≥ c2T
2 |k −

1
2 |

2
1|v1| (3.49)

and

f1(k, v, s) ≥
∑

n∈{1,3}

∣∣e−2πinkv2 − v2 + 2s
∣∣

≥
∣∣e−2πikv2 − v2 + 2s− (e−6πikv2 − v2 + 2s)

∣∣
=
∣∣e−2πik + 1

∣∣∣∣e−2πik − 1
∣∣|v2|

≥ c2T |k|1|k − 1
2 |1|v2|. (3.50)

Case 1: k ∈ [0, 1
4 ] ∪ [ 3

4 , 1).
Since k ∈ [0, 1

4 ]∪ [ 3
4 , 1), we have |k− 1

2 |1 ≥
1
4 . By (3.49) and (3.50) we

have

f1(k, v, s) ≥ cR|k − 1
2 |

2
1|v1|+ πcR|v1|+ cR|k|1|v2| ≥ cRf2(k, v),

where in the last step we used the triangle inequality.
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Case 2: k ∈ ( 1
4 ,

3
4 ).

Since k ∈ ( 1
4 ,

3
4 ), we have |k|1 ≥ 1

4 . By (3.39) and (3.43) we have

f1(k, v, s) ≥
∣∣(e−4πik − 1)v1 + 2s

∣∣+
∣∣(e−2πik − 1)v2 + 2s

∣∣
≥
∣∣(e−4πik − 1)v1 + 2s− ((e−2πik − 1)v2 + 2s)

∣∣
=
∣∣e−2πik − 1

∣∣∣∣(e−2πik + 1)v1 − v2
∣∣

≥ cT
4
∣∣(e−2πik + 1)v1 − v2

∣∣
≥ cT

4
∣∣2πi(k − 1

2 )v1 − v2
∣∣− cT

4
∣∣e−2πik + 1− 2πi(k − 1

2 )
∣∣|v1|

≥ cT
4
∣∣2πi(k − 1

2 )v1 − v2
∣∣− 1

4
∣∣k − 1

2
∣∣2
1|v1|. (3.51)

By (3.49) and (3.51) we have f1(k, v, s) ≥ cRf2(k, v).
Now we show the left inequality of (3.48). Let CL > 0 be large enough,
e. g. CL = 120

cT
. Let (k, v) ∈ [0, 1)× C2. We have

f2(k, v) ≥ |k|1
∣∣k− 1

2
∣∣
1

∣∣2πi(k− 1
2 )v1−v2

∣∣ ≥ |k|1∣∣k− 1
2
∣∣
1|v2|−π

∣∣k− 1
2
∣∣2
1|v1|.
(3.52)

By (3.52) and the definition of f2, we have

f2(k, v) ≥ 1
5 |k|1

∣∣k − 1
2
∣∣
1|v2|. (3.53)

Case 1: k ∈ [0, 1
4 ] ∪ [ 3

4 , 1).
Since k ∈ [0, 1

4 ] ∪ [ 3
4 , 1), we have |k − 1

2 |1 ≥
1
4 . We have

inf
s∈C

f1(k, v, s) ≤ f1(k, v, 0)

≤ 6|v1|+ |v2|
3∑

n=1

∣∣e−2πink − 1
∣∣

= 6|v1|+
∣∣e−2πik − 1

∣∣|v2|
3∑

n=1

∣∣∣∣n−1∑
m=0

e−2πimk
∣∣∣∣

≤ 6|v1|+ 6
cT
|k|1|v2|

≤ CLf2(k, v),

where we used (3.41) in the second to last step and (3.53) in the last
step.

Case 2: k ∈ ( 1
4 ,

3
4 ).
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Since k ∈ ( 1
4 ,

3
4 ), we have |k|1 ≥ 1

4 . By (3.43) and (3.42) we have

inf
s∈C

f1(k, v, s) ≤ f1(k, v, v2)

≤
3∑

n=1

(∣∣(e−2πink − (−1)n)v1 + (−1)nnv2
∣∣+
∣∣e−2πink − (−1)n

∣∣|v2|
)

≤
3∑

n=1

(∣∣e−2πink − (−1)n + (−1)n2πin(k − 1
2 )
∣∣|v1|

+ n
∣∣2πi(k − 1

2 )v1 − v2
∣∣+
∣∣e−2πink − (−1)n

∣∣|v2|
)

≤ 6
cT

(∣∣k − 1
2
∣∣2
1|v1|+

∣∣2πi(k − 1
2 )v1 − v2

∣∣+
∣∣k − 1

2
∣∣
1|v2|

)
. (3.54)

By (3.53) and (3.54) we have

inf
s∈C

f1(k, v, s) ≤ CLf2(k, v).





4. Stability of objective
structures

We use the following notation. Let d, d1, d2, G, T and F be as in
Definition 2.6, M0 as in Definition 2.13 and CN as in Definition 2.50 for
all N ∈ M0. We assume that the group G is not trivial. Let x0 ∈ Rd be
such that the map G → Rd, g 7→ g · x0 is injective. Let daff denote the
dimension dim(G · x0). Moreover we suppose that

aff(G · x0) = {0d−daff} × Rdaff ,

which can be achieved by a coordinate transformation, see Lemma 2.84.
Let R ⊂ G be such that R has Property 2.
For all sets H ⊂ G we define a group action of O(d) on {y : H → Rd} by

(Ay)(g) := A(y(g)) for all A ∈ O(d), y : H → Rd and g ∈ G.

In the following we do not distinguish between the functions {y : G \ {id}
→ Rd} and the vectors (Rd)G\{id}.

4.1. The interaction potential, configurational
energy and stability

Definition 4.1. Let
V : (Rd)G\{id} → R

be the interaction potential. We assume that V has the following prop-
erties:

(H1) (Invariance under rotations) For all R ∈ SO(d) and y : G \ {id} →
Rd we have

V (Ry) = V (y).

(H2) (Smoothness) For all y : G \ {id} → Rd the function

L∞(G \ {id},Rd)→ R
z 7→ V (y + z)
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is two times continuously Fréchet differentiable, where L∞(G \ {id},
Rd) is the vector space of all bounded functions from G \ {id} to
Rd equipped with the uniform norm ‖ · ‖∞.

For all y : G \ {id} → Rd and g, h ∈ G \ {id} we define the partial Jaco-
bian row vector ∂gV (y) ∈ Rd by

(∂gV (y))i := V ′(y)(δgei) for all i ∈ {1, . . . , d}

and the partial Hessian matrix ∂g∂hV (y) ∈ Rd×d by

(∂g∂hV (y))ij := V ′′(y)(δgei, δhej) for all i, j ∈ {1, . . . , d},

where δk : G \ {id} → {0, 1}, l 7→ δk,l for all k ∈ G.

(H3) (Summability) For all y : G \ {id} → Rd we have∑
g∈G\{id}

‖∂gV (y)‖ <∞ and
∑

g,h∈G\{id}

‖∂g∂hV (y)‖ <∞.

We say a set RV ⊂ G \ {id} is an interaction range of V if for all
for all y : G \ {id} → Rd we have V (y) = V (χRV y), where χRV is
the indicator function. We say that the interaction potential V has fi-
nite interaction range if V has a finite interaction range. We denote
y0 = (g · x0 − x0)g∈G\{id} ∈ (Rd)G\{id}. If V has finite interaction range,
then we extend the domain of V ′(y0) and V ′′(y0) to {z : G \ {id} → Rd}
and {z : G \ {id} → Rd}2, respectively, by

V ′(y0)z1 := V ′(y0)(χRV z1)
and

V ′′(y0)(z1, z2) := V ′′(y0)(χRV z1, χRV z2)

for all z1, z2 ∈ {z : G \ {id} → Rd} \ L∞(G \ {id},Rd), where RV is a
finite interaction range of V .

Remark 4.2. (i) For all functions y : G \ {id} → Rd and z, z1, z2 ∈
L∞(G \ {id},Rd) we have

V ′(y)z =
∑

g∈G\{id}

∂gV (y)z(g)

and
V ′′(y)(z1, z2) =

∑
g,h∈G\{id}

z1(g)T∂g∂hV (y)z2(h).
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(ii) In Section 4.3 and Section 4.4 we assume that V has finite interac-
tion range.

(iii) If V has finite interaction range, then (H2) implies (H3).

(iv) For simplicity we assume that the domain of V is the whole space
(Rd)G\{id}. It would be sufficient if V is defined only on y0 + U ,
where U is a small neighbourhood of 0 ∈ (Rd)G\{id} with respect
to the uniform norm.

Example 4.3. An example of an interaction potential consisting of pair
potentials is

V : (Rd)G\{id} → R, y 7→
∑

g∈G\{id}

v(‖y(g)‖),

where
v : (0,∞)→ R, r 7→ r−12 − r−6

is the Lennard-Jones potential.

As we have seen in Section 3.1, in our physical model we have a canonical
bijection between G and the atoms. For a given displacement u : G → Rd
the atoms are at the points (g · (x0 + u(g))g∈G and in particular u = 0
is the identity. Only in the following definition and in Definition 4.8, in
contrast to the remainder of this thesis, the physical model is that for a
given deformation u : G → Rd the atoms are at the points (g · u(g))g∈G
and in particular u = χGx0 is the identity.

Definition 4.4. Let

E : Uper → R

u 7→ 1
|CN |

∑
g∈CN

V
((

(gh) · u(gh)− g · u(g)
)
h∈G\{id}

)
,

where u is T N -periodic and N ∈M0, be the configurational energy.

Remark 4.5. The function E is well-defined and independent of the choice
of the representation set CN for all N ∈M0.

Lemma 4.6. The function E is two times continuously Fréchet differ-
entiable with respect to the uniform norm ‖ · ‖∞. We have

E(χGx0) = V (y0),

E′(χGx0)u = 1
|CN |

∑
g∈CN

V ′(y0)
(
L(h)u(gh)− u(g)

)
h∈G\{id},
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and

E′′(χGx0)(u, v) = 1
|CN |

∑
g∈CN

V ′′(y0)
((
L(h)u(gh)− u(g)

)
h∈G\{id},(

L(h)v(gh)− v(g)
)
h∈G\{id}

)
for all u, v ∈ Uper and N ∈M0 such that u and v are T N -periodic.

Proof. By (H1) we have

E(u) = 1
|CN |

∑
g∈CN

V
((
h · u(gh)− u(g)

)
h∈G\{id}

)
(4.1)

for all u ∈ Uper and N ∈ M0 such that u is T N -periodic. By (H2) the
function V is two times Fréchet differentiable. We define the vector space

W =
{
w : G → L∞(G \ {id},Rd)

∣∣∣w is periodic
}

and equip Uper and W each with the uniform norm ‖ · ‖∞. The linear
map

ϕ1 : Uper →W

u 7→
(
G → L∞(G \ {id},Rd), g 7→ (L(h)u(gh)− u(g))h∈G\{id}

)
is bounded and thus two times continuously Fréchet differentiable. The
first and second derivative of the function

ϕ2 : W → R

w 7→ 1
|CN |

∑
g∈CN

V
(
(τ(h))h∈G\{id} + w(g)

)
if w is T N -periodic

is given by

ϕ′2(w)w1 = 1
|CN |

∑
g∈CN

V ′
(
(τ(h))h∈G\{id} + w(g)

)
w1(g)

and
ϕ′′2(w)(w1, w2) = 1

|CN |
∑
g∈CN

V ′′
(
(τ(h))h∈G\{id} + w(g)

)
(w1(g), w2(g))

for all w,w1, w2 ∈ W and N ∈ M0 such that w, w1 and w2 are T N -
periodic. Thus ϕ2 is two times continuously Fréchet differentiable. Since
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E = ϕ2 ◦ ϕ1, also the function E is two times continuously Fréchet dif-
ferentiable.
Equation (4.1) also implies the representations of E(χGx0), E′(χGx0) and
E′′(χGx0).

Remark 4.7. (i) If the map in (H2) is n times (continuously) Fréchet
differentiable for some natural number n, then also E is n times
(continuously) Fréchet differentiable with respect to the uniform
norm ‖ · ‖∞. The proof is analogous.

(ii) The function E need not be continuous with respect to the norm
‖ · ‖2. In particular E is not two times Fréchet differentiable with
respect to ‖∇R · ‖2 although in other models a similar proposition
is true, see, e. g., [48, Theorem 1].

Definition 4.8. We say that u ∈ Uper is a critical point of E if E′(u) = 0.
We say that (G, x0, V ) is stable (in the atomistic model) with respect to
‖ · ‖R (resp. ‖ · ‖R,0,0) if χGx0 is a critical point of E and the bilinear
form E′′(χGx0) is coercive with respect to ‖ · ‖R (resp. ‖ · ‖R,0,0), i. e.
there exists a constant c > 0 such that

c‖u‖2R ≤ E′′(χGx0)(u, u) for all u ∈ Uper.

We define the constants

λa := sup
{
c ∈ R

∣∣∀u ∈ Uper : c‖u‖2R ≤ E′′(χGx0)(u, u)
}
∈ R ∪ {−∞}

and
λa,0,0 := sup

{
c ∈ R

∣∣∀u ∈ Uper : c‖u‖2R,0,0 ≤ E′′(χGx0)(u, u)
}

∈ R ∪ {−∞}.

Remark 4.9. (i) The bilinear form E′′(χGx0) is coercive with respect
to the seminorm ‖ · ‖R (resp. ‖ · ‖R,0,0) if and only if λa > 0 (resp.
λa,0,0 > 0).

(ii) If (G, x0, V ) is stable with respect to ‖ · ‖R,0,0, then (G, x0, V ) is
also stable with respect to ‖ · ‖R, see Remark 3.36.

(iii) The above definition of the stability and the constant λa generalizes
the definition in [40, p. 89] where these terms are defined for lattices.
For lattices we have λa = λa,0,0 since then ‖ · ‖R = ‖ · ‖R,0,0.

(iv) By Theorem 3.34 the stability of (G, x0, V ) is independent of the
choice of R.
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(v) The constants λa and λa,0,0 need not be finite, see Example 4.40
and Example 4.41. In Section 4.4 we present sufficient conditions
for both λa ∈ R and λa,0,0 ∈ R.

The following proposition states a characterization of λa and λa,0,0 by
means of the dual problem.

Proposition 4.10. We have

λa = inf{E′′(χGx0)(u, u) |u ∈ Uper, ‖u‖R = 1}
and

λa,0,0 = inf{E′′(χGx0)(u, u) |u ∈ Uper, ‖u‖R,0,0 = 1}.

Proof. We denote RHS = inf{E′′(χGx0)(u, u) |u ∈ Uper, ‖u‖R = 1}. It
is clear that λa ≤ RHS. Let c ∈ R be such that c > λa. There exits
some u ∈ Uper such that c‖u‖2R > E′′(χGx0)(u, u). By Theorem 3.34,
Proposition 3.28 and since the group G is not trivial, we have ker(‖ · ‖R) 6=
Uper. Thus and since ‖ · ‖R ≤ ‖ · ‖∞, we may assume that ‖u‖R = 1.
Thus we have RHS ≤ c. Since c was arbitrary, we have λa ≥ RHS.
The proof of the characterization of λa,0,0 is analogous.

4.2. Characterization of a critical point
Definition 4.11. We define the row vector

eV :=
∑

g∈G\{id}

∂gV (y0)(L(g)− Id) ∈ Rd

and the function fV ∈ L1(G,Rd×d) by

fV (g) :=
∑

h1,h2∈G\{id}

(
δg,h−1

2 h1
L(h2)T∂h2∂h1V (y0)L(h1)

− δg,h−1
2
L(h2)T∂h2∂h1V (y0)− δg,h1∂h2∂h1V (y0)L(h1)

+ δg,id∂h2∂h1V (y0)
)

for all g ∈ G.

Remark 4.12. (i) By (H3) the function fV is well-defined and we have∑
g∈G

fV (g) =
∑

h1,h2∈G\{id}

(L(h2)− Id)T∂h2∂h1V (y0)(L(h1)− Id).
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(ii) If RV is an interaction range of V , then we have

supp fV ⊂ R−1
V RV ∪R

−1
V ∪RV .

In particular, if V has finite interaction range, then the support of
fV is finite.

Definition 4.13. For all N ∈ M0 and g, h ∈ GN we define the partial
Jacobian row vector ∂gE(χGx0) ∈ Rd by

(∂gE(χGx0))i := E′(χGx0)(δgei) for all i ∈ {1, . . . , d}

and the partial Hessian matrix ∂g∂hE(χGx0) ∈ Rd×d by

(∂g∂hE(χGx0))ij := E′′(χGx0)(δgei, δhej) for all i, j ∈ {1, . . . , d},

where δk : G → {0, 1}, l 7→ δk,lT N for all k ∈ GN .

The following lemma characterizes the first and second derivative of E.

Lemma 4.14. Let N ∈M0. We have

∂gE(χGx0) = 1
|CN |

eV for all g ∈ GN

and

∂g2∂g1E(χGx0) = 1
|CN |

∑
g∈g−1

2 g1

fV (g) for all g1, g2 ∈ GN .

In particular we have

∂gE(χGx0) = ∂idE(χGx0) for all g ∈ GN
and

∂g2∂g1E(χGx0) = ∂id∂g−1
2 g1

E(χGx0) for all g1, g2 ∈ GN .

Proof. Let N ∈ M0, g1, g2 ∈ G and for all g ∈ GN let δg be as in Defini-
tion 4.13. Since T N is a normal subgroup of G, we have∑

g∈CN

δg1T N (gh) =
∑
g∈CN

∑
t∈T N

δg1h−1,gt = 1 for all h ∈ G. (4.2)
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Using Lemma 4.6, Remark 4.2(i) and (4.2), we have

∂g1T NE(χGx0) =
(
E′(χGx0)(δg1T N ei)

)
i∈{1,...,d}

= 1
|CN |

∑
g∈CN

∑
h∈G\{id}

∂hV (y0)
(
δg1T N (gh)L(h)− δg1T N (g)Id

)
= 1
|CN |

∑
h∈G\{id}

∂hV (y0)(L(h)− Id)

= 1
|CN |

eV . (4.3)

The right hand side of (4.3) is independent of g1T N and in particular,
we have

∂g1T NE(χGx0) = ∂T NE(χGx0).

Since T N is a normal subgroup of G, for all h1, h2 ∈ G we have∑
g∈CN

δg2T N (gh2)δg1T N (gh1) =
∑
g∈CN

∑
t,s∈T N

δg2h
−1
2 ,gsδg1h

−1
1 t,gs

=
∑
t∈T N

δg2h
−1
2 ,g1h

−1
1 t

=
∑
t∈T N

δh−1
2 h1,g

−1
2 g1t

. (4.4)

Using Lemma 4.6, Remark 4.2(i) and (4.4), we have

∂g2T N∂g1T NE(χGx0) =
(
E′′(χGx0)(δg2T N ei, δg1T N ej)

)
i,j∈{1,...,d}

= 1
|CN |

∑
g∈CN

∑
h1,h2∈G\{id}

(
δg2T N (gh2)L(h2)− δg2T N (g)Id

)T

∂h2∂h1V (y0)
(
δg1T N (gh1)L(h1)− δg1T N (g)Id

)
= 1
|CN |

∑
t∈T N

∑
h1,h2∈G\{id}

(
δh−1

2 h1,g
−1
2 g1t

L(h2)T∂h2∂h1V (y0)L(h1)

− δh−1
2 ,g−1

2 g1t
L(h2)T∂h2∂h1V (y0)− δh1,g

−1
2 g1t

∂h2∂h1V (y0)L(h1)

+ δid,g−1
2 g1t

∂h2∂h1V (y0)
)
.

= 1
|CN |

∑
t∈T N

fV (g−1
2 g1t). (4.5)
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The right hand side of (4.5) is only dependent on g−1
2 g1T N and in par-

ticular, we have

∂g2T N∂g1T NE(χGx0) = ∂id∂g−1
2 g1T NE(χGx0).

Remark 4.15. (i) The configurational energy is left-translation-invari-
ant, i. e. for all u ∈ Uper and g ∈ G it holds E(u) = E(u(g · )).
This implies that also E′(χGx0) and E′′(χGx0) are left-translation-
invariant, i. e. E′(χGx0)u = E′(χGx0)u(g · ) and E′′(χGx0)(u, v) =
E(χGx0)(u(g · ), v(g · )) for all u ∈ Uper and g ∈ G. Thus we have
∂g1E(χGx0) = ∂idE(χGx0) and ∂g2∂g1E(χGx0) = ∂id∂g−1

2 g1
E(χGx0)

for all N ∈M0 and g1, g2 ∈ GN .

(ii) By the above lemma we have

eV =
(
E′(χGx0)(χGei))

)
i∈{1,...,d}.

Now we suppose that V has finite interaction range RV ⊂ G \ {id}.
By Remark 4.12(ii) we have

supp fV ⊂ R−1
V RV ∪RV ∪R

−1
V =: RfV

and by the above lemma we have

fV (g) =
{
|CN |∂id∂gT NE(χGx0) for all g ∈ RfV
0d,d else

for all N ∈M0 large enough, precisely for all N ∈M0 such that

T N ∩R−1
fV
RfV ⊂ {id}.

Corollary 4.16. It holds E′(χGx0) = 0 if and only if eV = 0

Proof. This is clear by Lemma 4.14.

Corollary 4.17. Suppose that G < Trans(d). Then we have E′(χGx0) =
0.

Proof. This is clear by Corollary 4.16.

Theorem 4.18. The triple (G, x0, V ) is stable with respect to ‖ · ‖R (resp.
‖ · ‖R,0,0) if and only if eV = 0 and λa > 0 (resp. λa,0,0 > 0).

Proof. This is clear by Corollary 4.16 and Remark 4.9(i).
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4.3. A sufficient condition for a minimum
As motivated in Section 3.1, the following proposition shows that Uiso(R)
is really a tangent space.

Proposition 4.19. There exists an open neighborhood U ⊂ E(d) of id
such that the set{

u : R → Rd
∣∣ ∃a ∈ U ∀g ∈ R : g · (x0 + u(g)) = a · (g · x0)

}
is a manifold and Uiso(R) is its tangent space at the point 0.

Proof. Let B = {S ∈ Skew(d) | ‖S‖ < log(2)}. By [10, Theorem 11.5.2
and Proposition 11.6.7], the matrix exponential exp: B → exp(B) is a
homeomorphism and we have exp(B) ⊂ SO(d). Let log be its inverse
map. Let U ⊂ Skew((d − daff) + daff) be a neighborhood of 0 such that
the map

f : U → Skew(d)(
S1 A

−AT S2

)
7→ log

(
exp
(

0 A
−AT S2

)
exp
(
S1 0
0 0

))
is well-defined. By the inverse function theorem there exists an open
neighborhood V ⊂ U of 0 such that W := f(V ) is an open neighborhood
of 0 and the map f |V : V → W is a diffeomorphism. Without loss of
generality we may assume that

V =
{(

S1 A

−AT S2

) ∣∣∣S1 ∈ V1, (A,S2) ∈ V2

}
,

where V1 ⊂ Skew(d − daff) is an open neighborhood of 0 and V2 ⊂
R(d−daff)×daff × Skew(daff) is an open neighborhood of 0. The set X :=
{(exp(A), b) |A ∈ W, b ∈ Rd} ⊂ E(d) is an open neighborhood of id. We
have

M :=
{
u : R → Rd

∣∣∃a ∈ X ∀g ∈ R : g · (x0 + u(g)) = a · (g · x0)
}

=
{

(L(g)T(b+ (exp(A)− Id)(g · x0)))g∈R
∣∣ b ∈ Rd, A ∈W

}
=
{(

L(g)T
(
b+

(
exp
(

0 A
−AT S

)
− Id

)
(g · x0 − x0)

))
g∈R

∣∣∣∣ b ∈ Rd,

(A,S) ∈ V2

}
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since g · x0 − x0 ∈ {0d−daff} × Rdaff for all g ∈ R. Thus the map

h : Rd × V2 →M

(b, A, S) 7→
(
L(g)T

(
b+

(
exp
(

0 A
−AT S

)
− Id

)
(g · x0 − x0)

))
g∈R

is surjective. By Lemma 3.6 there exists some C = (cg)g∈R ∈ Rdaff×|R|

of rank daff such that (g · x0 − x0)g∈R = ( 0
C ). We have

h′(0) : Rd × V2 → (Rd)R

(b, A, S) 7→
(
L(g)T

(
b+

(
Acg
Scg

)))
g∈R

.

Since id ∈ R and the rank of C is equal to the number of its rows, the map
h′(0) is injective. Thus there exist an open neighborhood Y ⊂ Rd × V2
of 0 and an open neighborhood Z ⊂ M of 0 such that h|Y : Y → Z is a
homeomorphism. In particularM is a manifold and Uiso(R) is its tangent
space at 0.

Remark 4.20. A chart of the manifold of the above theorem is given in
the proof.
The following theorem gives a sufficient condition for χGx0 to be a min-
imum point of E for the cases that G is finite, G is a space group, and
d1 = 1.

Theorem 4.21. Suppose that d1 ∈ {0, 1, d}, V has finite interaction
range, eV = 0 and λa,0,0 > 0. Then E has a local minimum point at
χGx0 with respect to ‖ · ‖∞, i. e. there exists a neighborhood U ⊂ Uper of
0 with respect to ‖ · ‖∞ such that

E(χGx0 + u) ≥ E(χGx0) for all u ∈ U.

Proof. Suppose V has finite interaction range, eV = 0 and λa,0,0 > 0.
First we assume that d1 ∈ {0, 1}. Let RV ⊂ G \ {id} be a finite interac-
tion range of V . Since eV = 0, by Corollary 4.16 we have E′(χGx0) =
0. By Theorem 3.37 there exists a constant c1 such that ‖ · ‖R,0,0 ≥
c1‖ · ‖R∪RV ,∇,0,0. Let c2 = c21λa,0,0/2 > 0. We have

E′′(χGx0)(u, u) ≥ λa,0,0‖u‖2R,0,0
≥ λa,0,0

2 ‖u‖2R,0,0 + c2‖u‖2R∪RV ,∇,0,0
≥ λa,0,0

2 ‖u‖2R,0,0 + c2‖u‖2RV ,∇,0,0
= λa,0,0

2 ‖u‖2R,0,0 + c2‖∇RV u‖22 (4.6)
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for all u ∈ Uper. In the last step we used that ‖ · ‖RV ,∇,0,0 = ‖∇RV · ‖2
since d1 ∈ {0, 1} and thus Urot,0,0(RV ) = {0}. Since RV is a finite
interaction range of V , by Taylor’s theorem there exists some ε > 0 such
that for all z : G \ {id} → Rd with ‖z‖∞ < ε we have

V (y0 + z) ≥ V (y0) + V ′(y0)z + V ′′(y0)(z, z)− c2‖z|RV ‖2. (4.7)

For all u ∈ Uper with ‖u‖∞ < ε/2 we have

E(χGx0 + u) = 1
|CN |

∑
g∈CN

V
((
h · (x0 + u(gh))− (x0 + u(g))

)
h∈G\{id}

)
≥ 1
|CN |

∑
g∈CN

(
V (y0) + V ′(y0)(L(h)u(gh)− u(g))h∈G\{id}

+ V ′′(y0)
(

(L(h)u(gh)− u(g))h∈G\{id}, (L(h)u(gh)− u(g))h∈G\{id}
)

− c2‖∇RV u(g)‖2
)

= E(χGx0) + E′(χGx0)u+ E′′(χGx0)(u, u)− c2‖∇RV u‖22
≥ E(χGx0) + λa,0,0

2 ‖u‖2R,0,0,

where N ∈M0 such that u is T N -periodic and we used (H1) in the first,
(4.7) in the second and (4.6) in the last step.
Now we assume that d1 = d, i. e. G is finite. Thus we have Uiso(R) =
Uiso,0,0(R). By Proposition 4.19 there exists a neighborhood U ⊂ E(d)
of id such that the set

M :=
{
u ∈ Uper

∣∣∃a ∈ U ∀g ∈ G : g · (x0 + u(g)) = a · (g · x0)
}

is a manifold and Uiso,0,0 is its tangent space at 0. For all u ∈ M and
v ∈ Uper we have

E(χGx0 + u+ v) = E
(
χGx0 +

(
L(g)T(b+ (A− Id)(g · x0))

)
g∈G

+ v
)

= 1
|G|
∑
g∈G

V

((
(gh) ·

(
x0 + L(gh)T(b+ (A− Id)((gh) · x0)) + v(gh)

)
− g ·

(
x0 + L(g)T(b+ (A− Id)(g · x0)) + v(g)

))
h∈G\{id}

)
= 1
|G|
∑
g∈G

V

((
A
(

(gh) ·
(
x0 + w(gh)

)
− g ·

(
x0 + w(g)

)))
h∈G\{id}

)
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= 1
|G|
∑
g∈G

V

((
(gh) ·

(
x0 + w(gh)

)
− g ·

(
x0 + w(g)

))
h∈G\{id}

)
= E

(
χGx0 + w

)
, (4.8)

where (A, b) ∈ U such that g · (x0 + u(g)) = a · (g · x0) for all g ∈ G, the
function w : G → Rd is defined by g 7→ L(g)TATL(g)v(g), and we used
(H1) in the second to last step. In particular we have

E(χGx0 + u) = E(χGx0) for all u ∈M. (4.9)

Since eV = 0, by (4.8) and Corollary 4.16 for all u ∈M and v ∈ Uper we
have

E′(χGx0 + u)v = lim
t→0

E(χGx0 + u+ tv)− E(χGx0 + u)
t

= lim
t→0

E
(
χGx0 + tw

)
− E(χGx0)

t

= E′(χGx0)w
= 0, (4.10)

where w is defined as above. By (4.10) we have

E′(χGx0 + u) = 0 for all u ∈M. (4.11)

In the following, c > 0 denotes a sufficiently small constant, which may
vary from line to line. Since λa,0,0 > 0, we have

E′′(χGx0)(u, u) ≥ c‖u‖2R,0,0 for all u ∈ Uper.

Let U⊥iso,0,0 be the orthogonal complement of Uiso,0,0 with respect to ‖ · ‖2.
By Theorem 3.34 the seminorm ‖ · ‖R|U⊥iso,0,0 is a norm and thus we have

E′′(χGx0)(u, u) ≥ c‖u‖2∞ for all u ∈ U⊥iso,0,0.

Since E′′ is continuous in (Uper, ‖ · ‖∞), without loss of generality we may
assume that M is such that

E′′(χGx0 + u)(v, v) ≥ c‖v‖2∞ for all u ∈M and v ∈ U⊥iso,0,0. (4.12)

Without loss of generality let M be such that by (4.11), (4.12), Taylor’s
theorem and (4.9) there exists a neighborhood V ⊂ U⊥iso,0,0 of 0 such that

E(χGx0 +u+v) ≥ E(χGx0 +u) = E(χGx0) for all u ∈M and v ∈ V.

Since M + V ⊂ Uper is a neighborhood of 0, the assertion is proven.
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Remark 4.22. Suppose that d1 ∈ {0, 1}, V has finite interaction range,
eV = 0 and λa,0,0 > 0. Then there even exists a neighborhood U ⊂ Uper
of χGx0 with respect to ‖ · ‖∞ such that

E(χGx0 + u) ≥ E(χGx0) + λa,0,0
2 ‖u‖2R,0,0 for all u ∈ U.

The above proof also shows this assertion.

4.4. Boundedness of the bilinear form E ′′(χGx0)
In this section we present sufficient conditions for the boundedness of
E′′(χGx0). The boundedness of E′′(χGx0) with respect to ‖ · ‖R and
‖ · ‖R,0,0 particularly implies the finiteness of λa and λa,0,0, respectively.
With respect to ‖ · ‖R, the main result is Theorem 4.28. With respect to
‖ · ‖R,0,0 and for the physical important case d = 3, the main results are
Theorem 4.34 and Theorem 4.39. In this section we assume that V has
finite interaction range.

4.4.1. The general case
We recall the definition of the boundedness of a bilinear form.

Definition 4.23. Let W be a real vector space, ‖ · ‖ be a seminorm on
W and B be a bilinear form onW . We say the bilinear form B is bounded
with respect to ‖ · ‖ if there exists a constant C > 0 such that

|B(v, w)| ≤ C‖v‖‖w‖ for all v, w ∈ Uper.

The following lemma is well-known.

Lemma 4.24. Let W be a real vector space, ‖ · ‖ be a seminorm on W
and B be a symmetric bilinear form on W . Then B is bounded with
respect to ‖ · ‖ if and only if there exists a constant C > 0 such that

|B(v, v)| ≤ C‖v‖2 for all v ∈W.

Proof. The assertion is proved in, e. g., [50, Section 92].

Proposition 4.25. The bilinear form E′′(χGx0) is bounded with respect
to ‖∇R · ‖2.
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Proof. Let RV ⊂ G \ {id} be a finite interaction range of V . By Theo-
rem 3.40 we may assume that RV ⊂ R. There exists a constant C > 0
such that∣∣V ′′(y0)(z, z)

∣∣ ≤ C‖z|RV ‖2 for all z ∈ L∞(G \ {id},Rd). (4.13)

Let u ∈ Uper and N ∈M0 such that u is T N -periodic. We have∣∣E′′(χGx0)(u, u)
∣∣ =

∣∣∣∣ 1
|CN |

∑
g∈CN

V ′′(y0)
(

(L(h)u(gh)− u(g))h∈G\{id},

(L(h)u(gh)− u(g))h∈G\{id}
)∣∣∣∣

≤ C

|CN |
∑
g∈CN

‖∇Ru(g)‖2

= C‖∇Ru‖22, (4.14)

where we used Lemma 4.6 in the first step and (4.13) in the second step.
Equation (4.14) and Lemma 4.24 imply the assertion.

The property (H1) of V implies the following lemma.

Lemma 4.26. For all S ∈ Skew(d) and z : G \ {id} → Rd we have

V ′′(y0)(Sy0, z) = −V ′(y0)(Sz).

Proof. By (H1) for all z : G \ {id} → Rd and A ∈ SO(d) we have

V ′(Ay0)(Az) = lim
t→0

V (Ay0 + tAz)− V (Ay0)
t

= lim
t→0

V (y0 + tz)− V (y0)
t

= V ′(y0)z. (4.15)

For all S ∈ Skew(d) and z : G \ {id} → Rd we have

V ′′(y0)(Sy0, z) = lim
t→0

V ′(y0 + tSy0)z − V ′(y0)z
t

= lim
t→0

V ′(e−tS(y0 + tSy0))(e−tSz)− V ′(y0)z
t

= lim
t→0

V ′(y0)((Id − tS)z)− V ′(y0)z
t

= −V ′(y0)(Sz),

where we used (4.15) in the second step and Taylor’s theorem in the third
step.
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Remark 4.27. If V does not have finite interaction range, then for all
S ∈ Skew(d1)⊕ {0d2,d2} and z ∈ L∞per(G \ {id},Rd) we have

V ′′(y0)(Sy0, z) = −V ′(y0)(Sz).

The proof is analogous since we have Sy0 = (S(L(g)x0 − x0))g∈G\{id} ∈
L∞(G \ {id},Rd) for all S ∈ Skew(d1)⊕ {0d2,d2}.
In the following theorem the assumption V ′(y0) = 0 is comparatively
strong.

Theorem 4.28. Suppose that V ′(y0) = 0. Then E′′(χGx0) is bounded
with respect to ‖ · ‖R. In particular we have λa ∈ R and λa,0,0 ∈ R.

Proof. Suppose that V ′(y0) = 0. Let u ∈ Uper and N ∈ M0 such that u
is T N -periodic. Let S ∈ L∞per(G,Skew(d)) be T N -periodic such that

∇Ru(g) = πUrot(R)(∇Ru(g))+
(
L(h)TS(g)(h·x0−x0)

)
h∈R for all g ∈ CN ,

where πUrot(R) is the orthogonal projection on {v : R → Rd} with respect
to the norm ‖ · ‖ with kernel Urot(R). In the following, C > 0 denotes a
sufficiently large constant, which is independent of u, and may vary from
line to line. Let RV ⊂ G \ {id} be a finite interaction range of V . We
have ∣∣V ′′(y0)(z, z)

∣∣ ≤ C‖z|RV ‖2 for all z : G \ {id} → Rd. (4.16)

We have∣∣E′′(χGx0)(u, u)
∣∣

=
∣∣∣∣ 1
|CN |

∑
g∈CN

V ′′(y0)
((
L(h)u(gh)− u(g)

)
h∈G\{id},

(
L(h)u(gh)− u(g)

)
h∈G\{id}

)∣∣∣∣
=
∣∣∣∣ 1
|CN |

∑
g∈CN

V ′′(y0)
((
L(h)u(gh)− u(g)− S(g)(h · x0 − x0)

)
h∈G\{id},

(
L(h)u(gh)− u(g)− S(g)(h · x0 − x0)

)
h∈G\{id}

)∣∣∣∣
≤ C

|CN |
∑
g∈CN

∥∥πUrot(R)(∇Ru(g))
∥∥2
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= C‖u‖2R,∇
≤ C‖u‖2R, (4.17)

where we used Lemma 4.6 in the first step, Lemma 4.26 in the second step,
(4.16) in the third step and Theorem 3.34 in the last step. Lemma 4.24
and (4.17) imply the assertion.

Proposition 4.29. Suppose that E′(χGx0) = 0. Then we have

E′′(χGx0)(u, v) = 0 for all u ∈ Uiso,0,0 ∩ Uper and v ∈ Uper.

Proof. Suppose that E′(χGx0) = 0. Let u ∈ Uiso,0,0 ∩ Uper and v ∈ Uper.
There exist some a ∈ Rd and S ∈ Skew(d1)⊕ {0d2,d2} such that

L(g)u(g) = a+ S(g · x0 − x0) for all g ∈ G.

Let N ∈M0 such that u and v are T N -periodic. We have

E′′(χGx0)(u, v)

= 1
|CN |

∑
g∈CN

V ′′(y0)
((
L(h)u(gh)− u(g)

)
h∈G\{id},(

L(h)v(gh)− v(g)
)
h∈G\{id}

)
= 1
|CN |

∑
g∈CN

V ′′(y0)
((
L(g)TSL(g)(h · x0 − x0)

)
h∈G\{id},(

L(h)v(gh)− v(g)
)
h∈G\{id}

)
= − 1
|CN |

∑
g∈CN

V ′(y0)
(
L(g)TSL(g)(L(h)v(gh)− v(g))

)
h∈G\{id}

= − 1
|CN |

V ′(y0)
(

(L(h)− Id)
∑
g∈CN

L(g)TSL(g)v(g)
)
h∈G\{id}

= 0,

where we used Lemma 4.26 in the third step, for all h ∈ G \ {id} the
equality∑

g∈CN

L(g)TSL(g)L(h)v(gh) =
∑
g∈CN

L(gh−1)TSL(gh−1)L(h)v(g)

=
∑
g∈CN

L(h)L(g)TSL(g)v(g)

in the fourth step and Corollary 4.16 in the last step.
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Remark 4.30. (i) In the above proposition the assumption E′(χGx0) =
0 is necessary, see Example 4.40.

(ii) In the above proposition the assumption V has finite interaction
range is not necessary. Using Remark 4.27 instead of Lemma 4.26,
the proof is analogous. See also Lemma A.3.

(iii) If V is weakly* sequentially continuous in addition to the above
assumptions, then we also have d3

dτ3E(χGx0 + τu)
∣∣
τ=0 = 0 for all

u ∈ Uiso,0,0 ∩ Uper, see Proposition A.3.

4.4.2. The case d = d1, i. e. G is finite
Theorem 4.31. Suppose that G is finite and E′(χGx0) = 0. Then
E′′(χGx0) is bounded with respect to ‖ · ‖R. In particular we have λa =
λa,0,0 ∈ R.
Proof. Suppose that G is finite and E′(χGx0) = 0. In particular λa =
λa,0,0 ∈ R since G being finite entails ‖ · ‖R = ‖ · ‖R,0,0. Let U be a
subspace of Uper such that Uper = Uiso,0,0 ⊕ U . By Theorem 3.34 the
seminorm ‖ · ‖R is a norm on U and thus there exists a constant C > 0
such that ‖ · ‖∞ ≤ C‖ · ‖R on U . We have

sup
{
|E′′(χGx0)(u, u)|

∣∣u ∈ Uper, ‖u‖R ≤ 1
}

= sup
{
|E′′(χGx0)(u, u)|

∣∣u ∈ U, ‖u‖R ≤ 1
}

≤ sup
{
|E′′(χGx0)(u, u)|

∣∣u ∈ U, ‖u‖∞ ≤ C}
<∞,

where we used Proposition 4.29 and Theorem 3.34 in the first step and
in the last step that E′′(χGx0) is bounded with respect to ‖ · ‖∞ by
Lemma 4.6. With Lemma 4.24 the assertion follows.

4.4.3. The case d = d2, i. e. G is a space group
If G is a space group, then by Corollary 3.42 there exists a constant c > 0
such that

cλa ≤ λa,0,0 ≤ 1
cλa

and thus it is sufficient to consider only λa.
Theorem 4.32. Suppose that G is a space group. Then E′′(χGx0) is
bounded with respect to both ‖ · ‖R and ‖ · ‖R,0,0. In particular we have
λa, λa,0,0 ∈ R.
Proof. This is clear by Proposition 4.25 and Corollary 3.42.
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4.4.4. The case d = 1 + d2

Theorem 4.33. Suppose that d = 1 + d2. Then E′′(χGx0) is bounded
with respect to ‖ · ‖R,0,0. In particular we have λa,0,0 ∈ R.

Proof. Suppose that d = 1 + d2. Then we have Urot,0,0(R) = {0} and
thus ‖ · ‖R,∇,0,0 = ‖∇R · ‖2. With Theorem 3.37 and Proposition 4.25
follows the assertion.

4.4.5. The case d ∈ {1, 2, 3}
Theorem 4.34. Suppose that d ∈ {1, 2, 3}, (d, d2) 6= (3, 1) and E′(χGx0)
= 0. Then E′′(χGx0) is bounded with respect to ‖ · ‖R,0,0. In particular
we have λa,0,0 ∈ R.

Proof. This is clear by Theorem 4.31, Theorem 4.32 and Theorem 4.33.

Remark 4.35. For the case (d, d2) = (3, 1) see Theorem 4.39.

4.4.6. The case d = 2 + d2

For the proof of Theorem 4.39 we need the following definition.

Definition 4.36. For all u ∈ Uper we define the function Su of

L∞
(
G,
{(

0 A1 0
−AT

1 A2 0
0 0 0

) ∣∣∣∣A1 ∈ R(d−daff)×(daff−d2), A2 ∈ Skew(daff − d2)
})

by the condition

∇Ru(g) = πUrot,0,0(R)(∇Ru(g)) +
(
L(gh)TSu(g)L(g)(h · x0 − x0)

)
h∈R

for all g ∈ G, where πUrot,0,0(R) is the orthogonal projection on {v : R →
Rd} with respect to the norm ‖ · ‖ with kernel Urot,0,0(R).

Remark 4.37. For all u ∈ Uper the function Su is well-defined: Let g ∈ G.
By Lemma 2.85 there exist B1 ∈ O(d − daff), B2 ∈ O(daff − d2) and
B3 ∈ O(d2) such that L(g) = B1⊕B2⊕B3. By Proposition 3.28 we have

Urot,0,0(R)

=
{
R → Rd, h 7→ L(h)T

((
0 A1
−AT

1 A2

)
⊕ 0d2,d2

)
(h · x0 − x0)

∣∣∣
(A1, A2) ∈ T

}
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=
{
R → Rd, h 7→ L(h)T

((
0 BT

1A1B2

−BT
2A

T
1B1 B

T
2A2B2

)
⊕ 0d2,d2

)
(h · x0 − x0)

∣∣∣
(A1, A2) ∈ T

}
=
{
R → Rd, h 7→ L(gh)T

((
0 A1
−AT

1 A2

)
⊕ 0d2,d2

)
L(g)(h · x0 − x0)

∣∣∣
(A1, A2) ∈ T

}
,

where T = R(d−daff)×(daff−d2) × Skew(daff − d2).

Lemma 4.38. For all g0 ∈ G there exists a constant C > 0 such that

1
|CN |

∑
g∈CN

‖Su(gg0)− Su(g)‖2 ≤ C‖u‖2R,0,0

for all u ∈ Uper and N ∈M0 such that u is T N -periodic.

Proof. Let g0 ∈ G. By Lemma 3.6 there exists some R′ ⊂ R and A ∈
GL(daff) such that

(g · x0 − x0)g∈R′ =
(

0
A

)
.

By Theorem 3.37 without loss of generality, we may assume that {g0} ∪
g0R′ ⊂ R. Let u ∈ Uper and N ∈M0 such that u is T N -periodic. Using
that g0 ∈ R we have

‖u‖2R,∇,0,0 = 1
|CN |

∑
g∈CN

∥∥∥∇Ru(g)−
(
L(gh)TSu(g)L(g)(h · x0 − x0)

)
h∈R

∥∥∥2

≥ 1
|CN |

∑
g∈CN

∥∥L(g0)u(gg0)− u(g)− L(g)TSu(g)L(g)(g0 · x0 − x0)
∥∥2
.

(4.18)

Using that g0R′ ⊂ R, we have

‖u‖2R,∇,0,0 = 1
|CN |

∑
g∈CN

∥∥∥∇Ru(g)−
(
L(gh)TSu(g)L(g)(h · x0 − x0)

)
h∈R

∥∥∥2

≥ 1
|CN |

∑
g∈CN

∑
h∈R′

∥∥L(g0h)u(gg0h)− u(g)

− L(g)TSu(g)L(g)((g0h) · x0 − x0)
∥∥2
. (4.19)
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Using that CNg0 is a representation set of G/T N and R′ ⊂ R, we have

‖u‖2R,∇,0,0 = 1
|CN |

∑
g∈CN

∥∥∥∇Ru(gg0)

−
(
L(gg0h)TSu(gg0)L(gg0)(h · x0 − x0)

)
h∈R

∥∥∥2

≥ 1
|CN |

∑
g∈CN

∑
h∈R′

∥∥L(g0h)u(gg0h)− L(g0)u(gg0)

− L(g)TSu(gg0)L(gg0)(h · x0 − x0)
∥∥2
. (4.20)

By (4.18), (4.19) and (4.20) there exists a constant c > 0 (independent
of u and N) such that

‖u‖2R,∇,0,0
≥ c

|CN |
∑
g∈CN

∑
h∈R′

∥∥∥L(g0)u(gg0)− u(g)− L(g)TSu(g)L(g)(g0 · x0 − x0)

− L(g0h)u(gg0h) + u(g) + L(g)TSu(g)L(g)((g0h) · x0 − x0)

+ L(g0h)u(gg0h)− L(g0)u(gg0)− L(g)TSu(gg0)L(gg0)(h · x0 − x0)
∥∥∥2

= c

|CN |
∑
g∈CN

∥∥∥∥(Su(g)− Su(gg0))L(gg0)
(

0
A

)∥∥∥∥2
. (4.21)

By Lemma 2.85 for all g ∈ CN there exist B1(g) ∈ O(d − daff), B2(g) ∈
O(daff), T1(g) ∈ R(d−daff)×daff and T2(g) ∈ Skew(daff) such that

L(gg0) =
(
B1(g) 0

0 B2(g)

)
and Su(g)− Su(gg0) =

(
0 T1(g)

−T1(g) T2(g)

)
.

By (4.21) we have

‖u‖2R,∇,0,0 ≥
c

|CN |
∑
g∈CN

(
‖T1(g)B2(g)A‖2 + ‖T2(g)B2(g)A‖2

)
≥ cc1
|CN |

∑
g∈CN

(
‖T1(g)‖2 + ‖T2(g)‖2

)
≥ cc1

2|CN |
∑
g∈CN

‖Su(g)− Su(gg0)‖2, (4.22)

where c1 = σ2
min(A) > 0, σmin(M) denotes the minimum singular value

of a matrix M and we used Corollary 9.6.7 in [10] in the second step.
Theorem 3.37 and (4.22) imply the assertion.
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Theorem 4.39. Suppose that d = 2+d2, E′(χGx0) = 0 and E′′(χGx0) is
positive semidefinite. Then E′′(χGx0) is bounded with respect to ‖ · ‖R,0,0.

Proof. Suppose that d = 2 + d2, E′(χGx0) = 0 and E′′(χGx0) is positive
semidefinite. Since E′′(χGx0) is positive semidefinite and by Lemma 4.24,
it suffices to show that there exists a constant C > 0 such that

E′′(χGx0)(u, u) ≤ C‖u‖2R,0,0 for all u ∈ Uper. (4.23)

By Theorem 2.17 there exists some m ∈ N such that M0 = mN. Let
{t1, . . . , td2} be a generating set of T m. Without loss of generality we
assume that

Cnm =
⋃·

n1,...,nd2∈{0,...,n−1}

tn1
1 . . . t

nd2
d2
Cm for all n ∈ N,

see Remark 2.51(ii). For all g ∈ G there exist n1,1, . . . , n|Cm|,d2 ∈ Z such
that

Cmg =
|Cm|⋃·
i=1

t
ni,1
1 . . . t

ni,d2
d2

hi,

where h1, . . . , h|Cm| are the elements of Cm. Thus and since T m is abelian,
for all g ∈ G we have

lim
n→∞

|Cnm ∩ (Cnmg)|
|Cnm|

= 1. (4.24)

Let u ∈ Uper and N ∈ M0 such that u is T N -periodic. For all n ∈ N we
define a T nN -periodic function vu,n ∈ Uper by the condition

L(g)vu,n(g) = Su(g)(g · x0 − x0) for all g ∈ CnN .

Since τ(G) ⊂ {0d1} × Rd2 , we have

Su(g)(h · x0) = Su(g)L(h)x0 for all g, h ∈ G (4.25)
and
Su(g)((h1h2) · x0) = Su(g)L(h1)(h2 · x0) for all g, h1, h2 ∈ G. (4.26)

By (4.25) the sequence (vu,n)n∈N is bounded in (Uper, ‖ · ‖∞). Since the
bilinear form E′′(χGx0) is positive semidefinite, for all n ∈ N we have

E′′(χGx0)(u, u) ≤ E′′(χGx0)(u, u) + E′′(χGx0)(u− 2vu,n, u− 2vu,n)
= 2E′′(χGx0)(u− vu,n, u− vu,n) + 2E′′(χGx0)(vu,n, vu,n). (4.27)
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In the following, C > 0 denotes a sufficiently large constant, which is
independent of u and may vary from line to line. We have

lim sup
n→∞

E′′(χGx0)(u− vu,n, u− vu,n) ≤ lim sup
n→∞

C
∥∥∇R(u− vu,n)

∥∥2
2

= lim sup
n→∞

C

|CnN |
∑
g∈CnN

∑
h∈R

∥∥L(h)u(gh)− u(g)

− L(g)TSu(gh)((gh) · x0 − x0) + L(g)TSu(g)(g · x0 − x0)
∥∥2

≤ lim sup
n→∞

C

|CnN |
∑
g∈CnN

∑
h∈R

(∥∥L(h)u(gh)− u(g)

− L(g)TSu(g)L(g)(h · x0 − x0)
∥∥2 + ‖Su(gh)− Su(g)‖2

)
≤ C‖u‖2R,0,0, (4.28)

where in the first step we used Proposition 4.25, in the second step
we used (4.25), (4.26) and (4.24), and in the last step we used (4.24),
Lemma 4.38 and Theorem 3.37. Using (4.24) we have

lim sup
n→∞

E′′(χGx0)(vu,n, vu,n)

= lim sup
n→∞

1
|CnN |

∑
g∈CnN

V ′′(y0)
(

(L(h)vu,n(gh)− vu,n(g))h∈G\{id},

(L(h)vu,n(gh)− vu,n(g))h∈G\{id}
)

= lim sup
n→∞

1
|CnN |

∑
g∈CnN

V ′′(y0)
(

(a(g, h) + b(g, h))h∈G\{id},

(a(g, h) + b(g, h))h∈G\{id}
)

= lim sup
n→∞

(s1,n + s2,n), (4.29)

where

a(g, h) := L(g)T(Su(gh)− Su(g))((gh) · x0 − x0),
b(g, h) := L(g)TSu(g)L(g)(h · x0 − x0),

s1,n := 1
|CnN |

∑
g∈CnN

V ′′(y0)
(
(a(g, h))h∈G\{id}, (a(g, h))h∈G\{id}

)
and
s2,n := 1

|CnN |
∑
g∈CnN

V ′′(y0)
(
(b(g, h))h∈G\{id}, (2a(g, h) + b(g, h))h∈G\{id}

)
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for all g, h ∈ G and n ∈ N. Let RV ⊂ G \ {id} be a finite interaction
range of V . We have

lim sup
n→∞

s1,n ≤ lim sup
n→∞

C

|CnN |
∑
g∈CnN

∑
h∈RV

‖a(g, h)‖2

≤ lim sup
n→∞

C

|CnN |
∑
g∈CnN

∑
h∈RV

‖Su(gh)− Su(g)‖2

≤ C‖u‖2R,0,0, (4.30)

where we used (4.25) in the second and Lemma 4.38 in the last step. By
Corollary 4.16, (4.24) and the boundedness of Su, we have

lim sup
n→∞

1
|CnN |

∑
g∈CnN

V ′(y0)
(
L(g)TSu(g)Su(g)(L(g)x0 − x0)

)
h∈G\{id}

= lim sup
n→∞

1
|CnN |

∑
g∈CnN

V ′(y0)
(
L(h)L(g)TSu(g)Su(g)(L(g)x0

− x0)
)
h∈G\{id}

= lim sup
n→∞

1
|CnN |

∑
g∈CnN

V ′(y0)
(
L(g)TSu(gh)Su(gh)(L(gh)x0

− x0)
)
h∈G\{id}.

(4.31)

Since d− d2 = 2, we have

Su(g)Su(h) = Su(h)Su(g) for all g, h ∈ G. (4.32)

We have

lim sup
n→∞

s2,n

= lim sup
n→∞

1
|CnN |

∑
g∈CnN

V ′(y0)
(
−L(g)TSu(g)L(g)(2a(g, h)

+ b(g, h))
)
h∈G\{id}

= lim sup
n→∞

1
|CnN |

∑
g∈CnN

V ′(y0)
(
−2L(g)TSu(g)Su(gh)L(gh)x0

+ 2L(g)TSu(g)Su(gh)x0 + L(g)TSu(g)Su(g)L(gh)x0

− 2L(g)TSu(g)Su(g)x0 + L(g)TSu(g)Su(g)L(g)x0

)
h∈G\{id}
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= lim sup
n→∞

1
|CnN |

∑
g∈CnN

V ′(y0)
(
L(g)T(Su(g)− Su(gh))2(L(gh)x0

− x0)
)
h∈G\{id}

≤ lim sup
n→∞

C

|CnN |
∑
g∈CnN

∑
h∈RV

‖Su(g)− Su(gh)‖2

≤ C‖u‖2R,0,0, (4.33)

where in the first step we used Lemma 4.26, in the second step we used
(4.25), in the third step we used (4.31) and (4.32), and in the last step
we used Lemma 4.38. Equations (4.27), (4.28), (4.29), (4.30) and (4.33)
imply the assertion (4.23).

4.4.7. Examples for λa = −∞
In this subsection we present examples such that λa = λa,0,0 = −∞. In
particular E′′(χGx0) need not be bounded with respect to ‖ · ‖R,0,0.

Example 4.40. We present an example such that E′′(χGx0)(u, u) < 0
for some u ∈ Uiso,0,0 ∩ Uper. In particular we have λa = λa,0,0 = −∞,
E′′(χGx0) is not bounded with respect to ‖ · ‖R,0,0, and in Proposi-
tion 4.29 and Theorem 4.31 the condition E′(χGx0) = 0 is necessary.
Let d = d2 = 2, p = (−I2, 0) ∈ E(2), G = {id, p} < E(2), x0 = e1 ∈ R2

and
V : R2 → R, x 7→ −‖x‖2.

We define the function u ∈ Uiso,0,0 by

L(g)u(g) =
( 0 1
−1 0

)
(g · x0 − x0) for all g ∈ G.

We have y0 = p · x0 − x0 = −2e1 and

E′′(χGx0)(u, u) = 1
|G|
∑
g∈G

V ′′(y0)(−u(gp)− u(g),−u(gp)− u(g))

= V ′′(y0)(u(id) + u(p), u(id) + u(p))
= −2‖u(id) + u(p)‖2

= −8.

Since ‖u‖R = ‖u‖R,0,0 = 0, we have λa = λa,0,0 = −∞ and E′′(χGx0) is
not bounded with respect to ‖ · ‖R,0,0.
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Example 4.41. We present an example so that E′(χGx0) = 0 and λa =
λa,0,0 = −∞. In particular E′′(χGx0) is not bounded with respect to
‖ · ‖R,0,0.
Let d = d1 = 1, d2 = 0, t = (I1, 1) ∈ E(1), G = {tn |n ∈ Z} < E(1) and
x0 = 0 ∈ R. We have M0 = N. Let α > 1 and V : (Rd)G\{id} → R be the
interaction potential such that V has the properties (H1), (H2) and (H3)
and

V ′′(y0)(z1, z2) = −
∑
n∈N

n−αz1(tn)z2(tn) for all z1, z2 ∈ L∞(G \ {id},Rd).

We have E′(χGx0) = 0 by Corollary 4.17. Let N ∈ N be even. The
set {t0, . . . , tN−1} is a representation set of G/T N . We define the T N -
periodic function u ∈ Uper by

u(tn) = n

N
for all n ∈ {0, . . . , N/2− 1}

and
u(tn) = 1− n

N
for all n ∈ {N/2, . . . , N − 1}.

Let R = {id, t, t2} and R′ = {t}. The set R has Property 2 and R′
generates G. By Corollary 3.42 and Theorem 3.40, the seminorms ‖ · ‖R
and ‖∇R′ · ‖ are equivalent and thus there exists a constant C > 0 such
that ‖ · ‖R ≤ C‖∇R′ · ‖. We have

‖u‖R ≤ C‖∇R′u‖2 = C

(
1
N

N−1∑
n=0
‖∇R′u(tn)‖2

) 1
2

= C

N
. (4.34)

We have

E′′(χGx0)(u, u)

= 1
N

N−1∑
n=0

V ′′(y0)
((
u(tns)− u(tn)

)
s∈G\{id},

(
u(tns)− u(tn)

)
s∈G\{id}

)
= − 1

N

N−1∑
n=0

∑
m∈N

m−α
∣∣u(tn+m)− u(tn)

∣∣2
≤ − 1

N

N−1∑
n=0

(N/2)−α
∣∣u(tn+N/2)− u(tn)

∣∣2
≤ −1

2(N/2)−α 1
42

= −2α−5N−α. (4.35)
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By (4.34) and (4.35) we have

λa ≤
E′′(χGx0)(u, u)

‖u‖2R
≤ −cN2−α,

where c = C−22α−5. For all α ∈ (1, 2) we have λa = −∞ since N ∈ 2N
was arbitrary. Since ‖ · ‖R = ‖ · ‖R,0,0, for all α ∈ (1, 2) we also have
λa,0,0 = −∞.

4.5. The main theorem
In this section we characterize the stability constants λa and λa,0,0 in
the Fourier transform domain, see Theorem 4.51. We also state a similar
characterization which enables us to efficiently compute λa and λa,0,0, see
Theorem 4.54.
Recall Definition 2.61. Since E′′(χGx0) is left-translation-invariant, see
Remark 4.15(i), we can represent E′′(χGx0) as a convolution operator.

Lemma 4.42. For all u, v ∈ Uper we have

E′′(χGx0)(u, v) = 〈fV ∗ v0, u0〉,

where u0 = u( · −1) and v0 = v( · −1).

Proof. Let u, v ∈ Uper. Let N ∈ M0 such that u and v are T N -periodic.
Let u0 = u( · −1) and v0 = v( · −1). By Lemma 4.14 we have

E′′(χGx0)(u, v) =
∑

g,h∈CN

u(g)T∂gT N∂hT NE
′′(χGx0)v(h)

= 1
|CN |

∑
g,h∈CN

∑
t∈T N

u0(g−1)TfV (g−1ht)v0(h−1)

= 1
|CN |

∑
g∈CN

u0(g−1)TfV ∗ v0(g−1)

= 〈fV ∗ v0, u0〉,

where in the third step we used that v0((ht)−1) = v0(h−1) for all h ∈ CN
and t ∈ T N .

Let ϕ : R → {0, . . . , |R| − 1} be a bijection. We define an isomorphism
between C(m|R|)×n and (Cm×n)R by

(ai,j)i∈{1,...,m|R|};j∈{1,...,n} 7→
(
(ai+mϕ(g),j)i∈{1,...,m};j∈{1,...,n}

)
g∈R.
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Definition 4.43. We define the functions gR, gR,0,0 ∈ L1(G,R(d|R|)×d)
by

gR(g) = P
(
δg,hId

)
h∈R for all g ∈ G

and
gR,0,0(g) = P0

(
δg,hId

)
h∈R for all g ∈ G,

where P (resp. P0) is the square matrix of order d|R| such that the map

Rd|R| → Rd|R|, x 7→ Px

is the orthogonal projection with respect to the norm ‖ · ‖ with kernel
Uiso(R) (resp. Uiso,0,0(R)).

Remark 4.44. The support of both gR and gR,0,0 is equal to R. We have

gR(g) = pϕ(g) for all g ∈ R
and

gR,0,0(g) = p0,ϕ(g) for all g ∈ R,

where p0, . . . , p|R|−1, p0,0, . . . , p0,|R|−1 ∈ R(d|R|)×d such that P = (p0, . . . ,
p|R|−1) and P0 = (p0,0, . . . , p0,|R|−1) and both P and P0 are as above.
Due to the left-translation-invariance, ‖ · ‖R and ‖ · ‖R,0,0 can be repre-
sented by means of convolution operators.

Lemma 4.45. For all u ∈ Uper we have that ‖u‖R = ‖gR ∗ u0‖2 and
‖u‖R,0,0 = ‖gR,0,0 ∗ u0‖2, where u0 = u( · −1).

Proof. Let u ∈ Uper and N ∈ M0 such that u is T N -periodic. Let
u0 = u( · −1). Let P ∈ R(d|R|)×(d|R|) such that the map

Rd|R| → Rd|R|, x 7→ Px

is the orthogonal projection with kernel Uiso(R). We have

‖u‖2R = 1
|CN |

∑
g∈CN

∥∥P (u(gh))h∈R
∥∥2
. (4.36)

For all g ∈ G we define the function

δg : G → {0, 1}, h 7→ δh,g.
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For all g ∈ G we have

P (u(gh))h∈R = P (u0(h−1g−1))h∈R
= P ((δhId) ∗ u0(g−1))h∈R
= (P (δhId)h∈R) ∗ u0(g−1)
= gR ∗ u0(g−1). (4.37)

By (4.36) and (4.37) we have

‖u‖2R = 1
|CN |

∑
g∈CN

‖gR ∗ u0(g−1)‖2 = ‖gR ∗ u0‖22.

Analogously we have ‖u‖R,0,0 = ‖gR,0,0 ∗ u0‖2.

Proposition 4.29 implies the following corollary.

Corollary 4.46. Suppose that E′(χGx0) = 0. Then for all periodic
representations ρ of G and a ∈ Cddρ such that ‖gR

∧
(ρ)a‖ = 0 we have

〈fV
∧

(ρ)a, a〉 = 0.

Proof. Suppose that E′(χGx0) = 0. Let ρ be a periodic representation of
G and a ∈ Cddρ such that ‖gR

∧
(ρ)a‖ = 0. Without loss of generality we

assume that ρ ∈ E . We define u ∈ Uper,C by

u
∧

(ρ′) =
{

(a 0ddρ,dρ−1) if ρ′ = ρ

0ddρ′ ,dρ̃ else

for all ρ′ ∈ E . We denote u0 = u( · −1). We have

0 = dρ‖gR
∧

(ρ)a‖2 = dρ‖gR
∧

(ρ)u
∧

(ρ)‖2 = dρ‖gR ∗ u
∧

(ρ)‖2 = ‖gR ∗ u‖22
= ‖gR ∗ Re(u)‖22 + ‖gR ∗ Im(u)‖22 = ‖Re(u0)‖2R + ‖Im(u0)‖2R, (4.38)

where we used Proposition 2.56 in the third step and Lemma 4.45 in
the last step. Thus we have ‖Re(u0)‖R = 0 and ‖Im(u0)‖R = 0 which
is equivalent to Re(u0), Im(u0) ∈ Uiso,0,0 by Theorem 3.34. We have
E′′(χGx0)(Re(u0),Re(u0)) = 0 and E′′(χGx0)(Im(u0), Im(u0)) = 0 by
Proposition 4.29 and Remark 4.30(ii). Thus we have

dρ〈fV
∧

(ρ)a, a〉 = E′′(χGx0)(Re(u0),Re(u0)) + E′′(χGx0)(Im(u0), Im(u0))
= 0,

where the first step follows analogously to (4.38) with Lemma 4.42 instead
of Lemma 4.45.
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The following lemma shows that we can consider complex-valued instead
of real-valued functions.
Lemma 4.47. We have

λa = sup
{
c ∈ R

∣∣∀u ∈ Uper,C : c‖gR ∗ u‖22 ≤ 〈fV ∗ u, u〉
}

and
λa,0,0 = sup

{
c ∈ R

∣∣∀u ∈ Uper,C : c‖gR,0,0 ∗ u‖22 ≤ 〈fV ∗ u, u〉
}
.

Proof. By Lemma 4.42, Lemma 4.45 and since Uper = {u( · −1) |u ∈
Uper}, we have

λa = sup
{
c ∈ R

∣∣∀u ∈ Uper : c‖gR ∗ u‖22 ≤ 〈fV ∗ u, u〉
}

and hence,

λa ≥ sup
{
c ∈ R

∣∣∀u ∈ Uper,C : c‖gR ∗ u‖22 ≤ 〈fV ∗ u, u〉
}

=: RHS.

Now we show that λa ≤ RHS. For all u ∈ Uper,C we have

〈fV ∗ u, u〉 = 〈fV ∗ Re(u),Re(u)〉 − i〈fV ∗ Re(u), Im(u)〉
+ i〈fV ∗ Im(u),Re(u)〉+ 〈fV ∗ Im(u), Im(u)〉

= 〈fV ∗ Re(u),Re(u)〉 − iE′′(χGx0)(Im(u),Re(u))
+ iE′′(χGx0)(Re(u), Im(u)) + 〈fV ∗ Im(u), Im(u)〉

= 〈fV ∗ Re(u),Re(u)〉+ 〈fV ∗ Im(u), Im(u)〉
≥ λa‖gR ∗ Re(u)‖22 + λa‖gR ∗ Im(u)‖22
= λa‖gR ∗ u‖22,

where in the second step we used Lemma 4.42.
The proof of the characterization of λa,0,0 is analogous.

Recall that by Definition 2.19 all representations are unitary. Schwarz’s
theorem implies the following lemma.
Lemma 4.48. For all g ∈ G we have fV (g−1) = fV (g)T and for all
representations ρ of G the matrix fV

∧

(ρ) is Hermitian.
Proof. For all g ∈ G we have

fV (g−1) =
∑

h1,h2∈G\{id}

(
δg−1,h−1

2 h1
L(h2)T∂h2∂h1V (y0)L(h1)

− δg−1,h−1
2
L(h2)T∂h2∂h1V (y0)− δg−1,h1∂h2∂h1V (y0)L(h1)

+ δg−1,id∂h2,h1V (y0)
)
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=
∑

h1,h2∈G\{id}

(
δg,h−1

1 h2
L(h2)T(∂h1∂h2V (y0))TL(h1)

− δg,h2L(h2)T(∂h1∂h2V (y0))T

− δg,h−1
1

(∂h1∂h2V (y0))TL(h1) + δg,id(∂h1∂h2V (y0))T
)

= fV (g)T. (4.39)

For all representations ρ of G we have

fV
∧

(ρ) =
∑
g∈G

fV (g)⊗ ρ(g)

=
∑
g∈G

fV (g−1)⊗ ρ(g−1)

=
∑
g∈G

fV (g)H ⊗ ρ(g)H

=
(∑
g∈G

fV (g)⊗ ρ(g)
)H

= fV
∧

(ρ)H,

where in the third step we used (4.39) and that ρ is unitary.

Definition 4.49. The Loewner order is the partial order on the set of
all Hermitian matrices of Cn×n defined by A ≥ B if A − B is positive
semidefinite. We define

λmin(A,B) := sup
{
c ∈ R

∣∣ cBHB ≤ A
}
∈ R ∪ {±∞}

for all Hermitian matrices A ∈ Cn×n and matrices B ∈ Cm×n.

Remark 4.50. (i) By means of the dual problem we have

λmin(A,B) = inf
{
xHAx

∣∣x ∈ Cn, ‖Bx‖ = 1
}

and

λmin(A, 0m,n) =
{
∞ if A is positive semidefinite
−∞ else

for all Hermitian matrices A ∈ Cn×n and matrices B ∈ Cm×n \{0}.
The proof is analogous to the proof of Proposition 4.10.



124 4. Stability of objective structures

(ii) Suppose that B has in addition rank n and consider the generalized
eigenvalue problem Av = λBHBv, i. e. the problem of finding the
eigenvalues of the matrix pencil A−λBHB. Then the eigenvalues of
the generalized eigenvalue problem are real and λmin(A,B) is equal
to the smallest eigenvalue of the generalized eigenvalue problem,
see [34, Chapter X, Theorem 11]. The eigenvalues of the gener-
alized eigenvalue problem are equal to the eigenvalues of the ma-
trix A(BHB)−1, see [58, Proposition 6.1.1], but the eigenvalues of
A(BHB)−1 are ill-conditioned. There exist many numerically stable
algorithms, see, e. g., [8, Chapter 5], and thus many programming
languages have a function for this problem; e. g. for Python the
subpackage linalg of the package SciPy has the function eigvalsh.

Due to the left-translation-invariance, E′′(χGx0), ‖ · ‖R and ‖ · ‖R,0,0 can
be represented by means of multiplier operators. Thus we have the fol-
lowing representation of λa and λa,0,0. Recall that E is a representation
set of {ρ ∈ Ĝ | ρ is periodic}.
Theorem 4.51. We have

λa = inf
{
λmin

(
fV
∧

(ρ), gR
∧

(ρ)
) ∣∣∣ ρ ∈ E}

and
λa,0,0 = inf

{
λmin

(
fV
∧

(ρ), gR,0,0
∧

(ρ)
) ∣∣∣ ρ ∈ E}.

Proof. By Lemma 4.48 for all ρ ∈ E the matrix fV
∧

(ρ) is Hermitian and
thus the term λmin(fV

∧

(ρ), gR
∧

(ρ)) is well-defined. We have to show that

λa = inf
{
λmin

(
fV
∧

(ρ), gR
∧

(ρ)
) ∣∣∣ ρ ∈ E} =: RHS.

By Lemma 4.47 we have

λa = sup
{
c ∈ R

∣∣ ∀u ∈ Uper,C : c‖gR ∗ u‖22 ≤ 〈fV ∗ u, u〉
}
.

First we show that λa ≤ RHS. Let ρ ∈ E and a ∈ Cddρ . We define
u ∈ Uper,C by

u
∧

(ρ′) =
{

(a 0ddρ,dρ−1) if ρ′ = ρ

0ddρ′ ,dρ′ else
for all ρ′ ∈ E . By Lemma 2.62 and Proposition 2.56 we have〈

fV
∧

(ρ)a, a
〉

=
〈
fV
∧

(ρ)u
∧

(ρ), u
∧

(ρ)
〉

=
〈
fV ∗ u
∧

(ρ), u
∧

(ρ)
〉

= 1
dρ
〈fV ∗ u, u〉

≥ λa

dρ
‖gR ∗ u‖22 = λa‖gR ∗ u

∧
(ρ)‖2 = λa‖gR

∧
(ρ)u
∧

(ρ)‖2 = λa‖gR
∧

(ρ)a‖2.
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Since a ∈ Cddρ was arbitrary, we have λmin(fV
∧

(ρ), gR
∧

(ρ)) ≥ λa.
Now we prove that λa ≥ RHS. Let u ∈ Uper,C. For a matrix A we denote
its ith column by Ai. We have

〈fV ∗ u, u〉 =
∑
ρ∈E

dρ

〈
fV ∗ u
∧

(ρ), u
∧

(ρ)
〉

=
∑
ρ∈E

dρ

〈
fV
∧

(ρ)u
∧

(ρ), u
∧

(ρ)
〉

=
∑
ρ∈E

dρ

dρ∑
i=1

〈
fV
∧

(ρ)u
∧

(ρ)i, u
∧

(ρ)i
〉

≥ RHS
∑
ρ∈E

dρ

dρ∑
i=1
‖gR
∧

(ρ)u
∧

(ρ)i‖2

= RHS
∑
ρ∈E

dρ‖gR
∧

(ρ)u
∧

(ρ)‖2

= RHS‖gR ∗ u‖22.

The proof of the characterization of λa,0,0 is analogous.

For the remainder of this section, we fix a complete set of representa-
tives of the cosets of T F in G such that Ind ρ is well-defined for all ρ
by Definition 2.23. In the following we write Ind ρ for IndGT F ρ for all
representations ρ of T F .

Lemma 4.52. For all representations ρ of T F the functions

Rd2 → C(ddρ)×(ddρ), k 7→ fV
∧

(Ind(χkρ)),
Rd2 → C(|R|dρ)×(ddρ), k 7→ gR

∧
(Ind(χkρ))

and
Rd2 → C(|R|dρ)×(ddρ), k 7→ gR,0,0

∧
(Ind(χkρ))

are continuous and the functions

Rd2 → R ∪ {±∞}, k 7→ λmin

(
fV
∧

(Ind(χkρ)), gR
∧

(Ind(χkρ))
)

and
Rd2 → R ∪ {±∞}, k 7→ λmin

(
fV
∧

(Ind(χkρ)), gR,0,0
∧

(Ind(χkρ))
)

are upper semicontinuous.
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Proof. Let ρ be a representation of T F and fi denote the ith function of
the lemma for every i ∈ {1, . . . , 5}. By Theorem D.7 the functions f1, f2
and f3 are continuous.
Let (kn)n∈N be a sequence in Rd2 and k ∈ Rd2 be such that limn→∞ kn =
k. Without loss of generality we assume that lim supn→∞ f4(kn) > −∞
and lim supn→∞ f4(kn) = limn→∞ f4(kn). Let λ ∈ R be such that λ <
lim supn→∞ f4(kn). We have λf2(kn)Hf2(kn) ≤ f1(kn) for all n ∈ N
large enough. Since the Loewner order is closed, i. e. the set {(A,B) ∈
X2 |A ≤ B} is closed, where X = {A ∈ C(ddρ)×(ddρ) |A is Hermitian},
we have λf2(k)Hf2(k) ≤ f1(k). Thus we have λ ≤ f4(k).
Analogously the function f5 is upper semicontinuous.

Recall Definition 2.38, Proposition 2.39 and Definition 2.32.

Definition 4.53. For all ρ ∈ T̂ F and representations ρ′ ∈ ρ we define
the space group

Gρ′ := Gρ.

The following theorem generalizes Theorem 3.6(b) of [40] from lattices to
general configurations.

Theorem 4.54. Let R be a representation set of a representation set of
T̂ F/∼. For all ρ ∈ R let Kρ be a representation set of Rd2/Gρ. Then we
have

λa = inf
{
λmin

(
fV
∧

(Ind(χkρ)), gR
∧

(Ind(χkρ))
) ∣∣∣ ρ ∈ R, k ∈ Kρ

}
and
λa,0,0 = inf

{
λmin

(
fV
∧

(Ind(χkρ)), gR,0,0
∧

(Ind(χkρ))
) ∣∣∣ ρ ∈ R, k ∈ Kρ

}
.

Proof. Let R be a representation set of a representation set of T̂ F/∼. For
all ρ ∈ R let Kρ be a representation set of Rd2/Gρ. Let m ∈ N such that
M0 = mN. By Lemma 2.36(i) there exists a representation set R′ of a
representation set of T̂ F/∼ such that ρ is T m-periodic for all ρ ∈ R′. Due
to the existence of fundamental domains, see, e. g., [49, Theorem 6.6.13],
for all ρ ∈ R′ there exists a representation set K ′ρ of Rd2/Gρ such that L′ρ
is a dense subset of K ′ρ, where L′ρ = {k ∈ K ′ρ | ∃N ∈ M0 : k ∈ L∗S/N}.
By Theorem 2.43 applied to R and R′, there exist a bijection

ϕ :
⊔
ρ∈R′

K ′ρ →
⊔
ρ∈R

Kρ, (k, ρ) 7→ (ϕ1(k, ρ), ϕ2(k, ρ)) (4.40)
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and for all ρ ∈ R′ and k ∈ K ′ρ some Tk,ρ ∈ U(dInd(χkρ)) such that

Ind(χϕ1(k,ρ)ϕ2(k, ρ)) = TH
k,ρ Ind(χkρ)Tk,ρ. (4.41)

By (4.40) and (4.41) we have

RHS := inf
{
λmin

(
fV
∧

(Ind(χkρ)), gR
∧

(Ind(χkρ))
) ∣∣∣ ρ ∈ R, k ∈ Kρ

}
= inf

{
λmin

(
fV
∧(

Ind
(
χϕ1(k,ρ)ϕ2(k, ρ)

))
,

gR
∧(

Ind
(
χϕ1(k,ρ)ϕ2(k, ρ)

))) ∣∣∣ ρ ∈ R′, k ∈ K ′ρ}
= inf

{
λmin

((
Id ⊗ TH

k,ρ

)
fV
∧

(Ind(χkρ))
(
Id ⊗ Tk,ρ

)
,(

Id ⊗ TH
k,ρ

)
gR
∧

(Ind(χkρ))
(
Id ⊗ Tk,ρ

)) ∣∣∣ ρ ∈ R′, k ∈ K ′ρ}
= inf

{
λmin

(
fV
∧

(Ind(χkρ)), gR
∧

(Ind(χkρ))
) ∣∣∣ ρ ∈ R′, k ∈ K ′ρ}.

(4.42)

For all ρ ∈ R′ we define the function

fρ : K ′ρ → R ∪ {±∞}

k 7→ λmin

(
fV
∧

(Ind(χkρ)), gR
∧

(Ind(χkρ))
)
.

By Lemma 4.52 for all ρ ∈ R the function fρ is upper semicontinuous
and thus we have

inf fρ = inf fρ|L′ρ . (4.43)

By (4.42) and (4.43) we have

RHS = inf
{
fρ(k)

∣∣ ρ ∈ R′, k ∈ L′ρ}.
By Theorem 4.51 we have

λa = inf
{
λmin

(
fV
∧

(ρ), gR
∧

(ρ)
) ∣∣∣ ρ ∈ E}. (4.44)

By Lemma D.3(ii) there exists a permutation matrix Pn,p1,...,pk ∈ O(n(p1
+ · · ·+ pk)) for all n, p1, . . . , pk ∈ N such that

A⊗ (B1 ⊕ · · · ⊕Bk) = PT
m,p1,...,pk

((A⊗B1)⊕ · · · ⊕ (A⊗Bk))Pn,p1,...,pk

for all A ∈ Cm×n and Bi ∈ Cpi×pi , i ∈ {1, . . . , k}.
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Now we show that λa ≤ RHS. Let ρ ∈ R′, k ∈ L′ρ and ρ′ = Ind(χkρ). Let
N ∈ M0 such that by Lemma 2.31 and the construction of L′ρ we have
χk|T N = 1. The map ρ′ is T N -periodic. There exist some ρ1, . . . , ρn ∈ E
and T ∈ U(dρ′) such that

ρ′(g) = TH(ρ1(g)⊕ · · · ⊕ ρn(g))T for all g ∈ G.

We have

fV
∧

(ρ′) =
∑
g∈G

fV (g)⊗ ρ′(g)

=
∑
g∈G

fV (g)⊗
(
TH(ρ1(g)⊕ · · · ⊕ ρn(g))T

)
= (Id ⊗ T )H

(∑
g∈G

fV (g)⊗
(
ρ1(g)⊕ · · · ⊕ ρn(g)

))
(Id ⊗ T )

= PH
((∑

g∈G
fV (g)⊗ ρ1(g)

)
⊕ · · · ⊕

(∑
g∈G

fV (g)⊗ ρ1(g)
))

P

= PH
(
fV
∧

(ρ1)⊕ · · · ⊕ fV
∧

(ρn)
)
P, (4.45)

where P is the unitary matrix Pd,dρ1 ,...,dρn (Id⊗T ). Analogously to (4.45)
we have

gR
∧

(ρ′) = QH
(
gR
∧

(ρ1)⊕ · · · ⊕ gR
∧

(ρn)
)
P, (4.46)

where Q is the unitary matrix Pd|R|,dρ1 ,...,dρn (Id|R|⊗T ). By (4.45), (4.46)
and (4.44) we have

fρ(k) = λmin

(
fV
∧

(ρ1)⊕ · · · ⊕ fV
∧

(ρn), gR
∧

(ρ1)⊕ · · · ⊕ gR
∧

(ρn)
)

= min
{
λmin

(
fV
∧

(ρi), gR
∧

(ρi)
) ∣∣∣ i ∈ {1, . . . , n}}

≥ λa.

Now we show that λa ≥ RHS. Let ρ1 ∈ E . By Corollary 2.44(i) the set
{Ind(χkρ) | ρ ∈ R′, k ∈ L′ρ} is a representation set of Ind({ρ ∈ T̂ F | ρ is
periodic}). By [28, p. 1248] there exist some ρ ∈ R′ and k ∈ L′ρ such that
ρ1 is isomorphic to a subrepresentation of Ind(χkρ). Let ρ′ = Ind(χkρ).
There exist some ρ2, . . . , ρn ∈ E and T ∈ U(dρ′) such that

ρ′(g) = TH(ρ1(g)⊕ · · · ⊕ ρn(g))T for all g ∈ G.
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Analogously to (4.45) and (4.46) we have

fV
∧

(ρ′) = PH
(
fV
∧

(ρ1)⊕ · · · ⊕ fV
∧

(ρn)
)
P

and
gR
∧

(ρ′) = QH
(
gR
∧

(ρ1)⊕ · · · ⊕ gR
∧

(ρn)
)
P,

where P is the unitary matrix Pd,dρ1 ,...,dρn (Id ⊗ T ) and Q is the unitary
matrix Pd|R|,dρ1 ,...,dρn (Id|R| ⊗ T ). We have

λmin

(
fV
∧

(ρ1), gR
∧

(ρ1)
)
≥ min

{
λmin

(
fV
∧

(ρi), gR
∧

(ρi)
) ∣∣∣ i ∈ {1, . . . , n}}

= fρ(k) ≥ RHS.

The proof of the characterization of λa,0,0 is analogous.

Remark 4.55. (i) By Lemma 4.52 the above theorem is also true if
for all ρ ∈ R we weaken the assumption on Kρ and only assume
that the closure of Kρ contains a representation set of Rd2/Gρ. In
particular the theorem is also true if for all ρ ∈ R the set Kρ is a
fundamental domain of Rd2/Kρ.

(ii) An algorithm for the determination of a representation set of T̂ F/∼
with the aid of the finite group (T F)m is given by Lemma 2.36,
where m ∈ N such that M0 = mN.

4.6. An algorithm to check stability
Due to the main results of the thesis, we can now give an algorithm which
checks if (G, x0, V ) is stable with respect to ‖ · ‖R, see Definition 4.8. The
algorithm for the stability with respect to ‖ · ‖R,0,0 is analogous.

Algorithm 4.56. Given is a discrete group G < E(d) and its associated
groups F , S and set T , see Definition 2.6, some point x0 ∈ Rd such that
the map G → Rd, g 7→ g · x0 is injective, and an interaction potential V ,
see Definition 4.1. Since the algorithm is numeric and by (H3), we may
assume that V has finite support.

(i) Check if χGx0 is a critical point of the configurational energy E,
e. g. by computing the derivative ∂gV (y0) for all g ∈ suppV , see
Definition 4.1, the vector eV , see Definition 4.11 and checking if
eV = 0, see Corollary 4.16.



130 4. Stability of objective structures

(ii) Determine the derivative ∂g∂hV (y0) for all g, h ∈ suppV , see Defi-
nition 4.1. Then compute the function fV by computing fV (g) for
all g ∈ ({id} ∪ suppV )−1({id} ∪ suppV ), see Definition 4.11 and
Remark 4.12(ii).

(iii) Determine a set R with Property 2, see Definition 3.5. Fix a bijec-
tion ϕ : R → {0, . . . , |R| − 1}. Thus the map

ψ : Uiso(R) ↪→ Rd|R|, u 7→ (u(ϕ−1(0)), . . . , u(ϕ−1(|R| − 1)))T,

which maps a function to a column vector, is an embedding, where
Uiso(R) is defined in Definition 3.1. By Proposition 3.28 and the
Gram-Schmidt process, we can determine an orthonormal basis {b1,
. . . , bn} of ψ(Uiso(R)), where n = dim(Uiso(R)). Let B be the d|R|-
by-n matrix (b1, . . . , bn). The matrix Id|R|−BBT is the orthogonal
projection matrix with kernel ψ(Uiso(R)). Now we can determine
the function gR, i. e. the matrix gR(g) for all g ∈ R, see Defini-
tion 4.43 and Remark 4.44.

(iv) Determine a representation set R of T̂ F/∼, e. g. with Lemma 2.36,
where ∼ is the equivalence relation defined in Definition 2.32. For
all ρ ∈ R determine the space group Gρ, see Definition 2.38 and
Definition 4.53, with, e. g., Proposition 2.39, and determine a rep-
resentation set (or a fundamental domain, see Remark 4.55(i)) Kρ

of Rd2/Gρ.

(v) Fix a complete set of representatives of the cosets of T F in G.
Thus the induced representation Ind(χkρ) is well-defined for all
ρ ∈ R and k ∈ Kρ, see Definition 2.29 and Definition 2.23. For all
ρ ∈ R and k ∈ Kρ the matrices fV

∧

(Ind(χkρ)) and gR
∧

(Ind(χkρ))
can be computed with Definition 2.59. For all ρ ∈ R and all but
finitely many k ∈ Kρ, the matrix gR

∧
(Ind(χkρ)) has full rank and

thus the real number λmin(fV
∧

(Ind(χkρ)), gR
∧

(Ind(χkρ)) can easily
be computed, see Definition 4.49 and Remark 4.50(ii). Due to the
upper semicontinuity, see Lemma 4.52, by Theorem 4.54 we can
compute the extended real number λa.

(vi) The triple (G, x0, V ) is stable with respect to ‖ · ‖R if and only if
χGx0 is a critical point of E and λa > 0, see Definition 4.8.

In the following two examples, we investigate the stability of a triple
(Gi, xi, Vi) for all i ∈ I, where I is a suitable index set. The figures are
generated with the programming language Python, see https://github.
com/Toymodel-Nanotube/ for the source code.

https://github.com/Toymodel-Nanotube/
https://github.com/Toymodel-Nanotube/
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Example 4.57. A suitable toy model for the investigation of stability is
an atom chain.
Let a > 0 be the scale factor, t = ta = (I2, ae2) ∈ E(2) and G = Ga =
〈t〉 < E(2) analogously to Definition 2.63 and Definition 2.63.
We define the interaction potential V = Va, see Definition 4.1 and Re-
mark 4.2(iv), by

Va(y) = v1(‖y(ta)‖) + v2(‖y(t2a)‖),

where

v1 : (0,∞)→ R, r 7→ r−12 − r−6

is the Lennard-Jones potential and

v2 : (0,∞)→ R, r 7→ 8r−6.

Let x0 = 02. By Lemma 4.6 for all a > 0 we have

E(χGx0) = V (y0) = a−12 − 7
8a
−6,

where E = Ea is the configurational energy and y0 = y0,a = (g · x0 −
x0)g∈Ga . We define

a∗ := arg min
a∈(0,∞)

E(χGx0) = 6

√
16
7 ≈ 1.1477.

Thus the structure G · x0 is stretched (resp. compressed) if a > a∗

(resp. a < a∗). Now we investigate its stability numerically with Al-
gorithm 4.56.

(i) By Corollary 4.17 the function χGx0 is a critical point of E for all
a > 0.

(ii) We have

∂g∂hV (y0) =


6a−8

(
−2a−6 + 1 0

0 26a−6 − 7

)
if g = h = t

2−43a−8
(
−1 0
0 7

)
if g = h = t2

02,2 else.
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We have ({id} ∪ suppV )−1({id} ∪ suppV ) = {t−2, . . . , t2} and

fV (g) =



a−8
(
−24a−6 + 93/8 0

0 312a−6 − 651/8

)
if g = id

6a−8
(

2a−6 − 1 0
0 −26a−6 + 7

)
if g ∈ {t−1, t}

2−43a−8
(

1 0
0 −7

)
if g ∈ {t−2, t2}

02,2 else.

(iii) Since the set {id, t} has Property 1 and {t} generates G, the set
R = {id, t, t2} has Property 2. We define the functions

bi : R → R2, g 7→ ei for all i ∈ {1, 2}
and

b3 : R → R2, g 7→
(

0 −1
1 0

)
(g · x0 − x0).

By Proposition 3.28 the sets {b1, b2, b3} and {b1, b2} are bases of
Uiso(R) and Uiso,0,0(R), respectively. We define the bijection ϕ : R
→ {0, 1, 2} by tn 7→ n for all n ∈ {0, 1, 2}. Let ψ be the embedding

Uiso(R) ↪→ R6, u 7→ (u(ϕ−1(0)), . . . , u(ϕ−1(2))).

A computation shows that the orthogonal projection matrices of R6

with kernels ψ(Uiso(R)) and ψ(Uiso,0,0(R)) are

1
6


1 0 −2 0 1 0
0 4 0 −2 0 −2
−2 0 4 0 −2 0
0 −2 0 4 0 −2
1 0 −2 0 1 0
0 −2 0 −2 0 4


and

1
3


2 0 −1 0 −1 0
0 2 0 −1 0 −1
−1 0 2 0 −1 0
0 −1 0 2 0 −1
−1 0 −1 0 2 0
0 −1 0 −1 0 2

 ,
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respectively. Thus the functions gR and gR,0,0 of Definition 4.43
are given by

supp gR = R, gR(id) = 1
6


1 0
0 4
−2 0
0 −2
1 0
0 −2

 ,

gR(t) = 1
6


−2 0
0 −2
4 0
0 4
−2 0
0 −2

 , and gR(t2) = 1
6


1 0
0 −2
−2 0
0 −2
1 0
0 4

 ,

and

supp gR,0,0 = R, gR,0,0(id) = 1
3


2 0
0 2
−1 0
0 −1
−1 0
0 −1

 ,

gR,0,0(t) = 1
3


−1 0
0 −1
2 0
0 2
−1 0
0 −1

 , and gR,0,0(t2) = 1
3


−1 0
0 −1
−1 0
0 −1
2 0
0 2

 ,

respectively.

(iv) We have G = T F = 〈t〉, M0 = N and {id} is a representation
set of T̂ F/∼ by Lemma 2.36(i). Recall Definition 2.28. We have
S = 〈(I1, a)〉, LS = 〈a〉 and L∗S = 〈a−1〉. By Proposition 2.39 we
have {k ∈ R | (I1, k) ∈ Gid} = 〈a−1〉 and thus Gid = 〈(I1, a−1)〉.
The interval Kid = [0, a−1) is a representation set of R/Gid.

(v) For all k ∈ Kid we have IndGT F χk = χk. We have

{k ∈ Kid | gR
∧

(χk) has full rank} = Kid \ {0}
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and
{k ∈ Kid | gR,0,0
∧

(χk) has full rank} = Kid \ {0}.

For all k ∈ Kid \ {0} we can compute λmin(fV
∧

(χk), gR
∧

(χk)) and
λmin(fV
∧

(χk), gR,0,0
∧

(χk)). In particular we can compute λa = λa(a)
and λa,0,0 = λa,0,0(a) numerically, see Figure 4.1.

(vi) In the compressed case a ∈ (0, a∗) we have λa = −∞ and λa,0,0 ∈
(−∞, 0) and thus (G, x0, V ) is not stable with respect to both ‖ · ‖R
and ‖ · ‖R,0,0. Now we investigate the stretched case, i. e. a > a∗.
Let a∗∗ = 6

√
26/7 ≈ 1.244455. For all a ∈ (a∗, a∗∗) we have λa > 0

and λa,0,0 > 0 and thus (G, x0, V ) is stable with respect to both
‖ · ‖R and ‖ · ‖R,0,0. For all a > a∗∗ we have E′′(χGx0)(u, u) < 0,
where u = e2χ{tn |n∈2Z}. In particular we have λa < 0 and λa,0,0 <
0 and thus (G, x0, V ) is not stable with respect to both ‖ · ‖R and
‖ · ‖R,0,0 for all a > a∗∗.

Notice that in the stretched case a ∈ (a∗, a∗∗), the appropriate seminorm
for the stability is ‖ · ‖R,0,0. For the equilibrium case a ≈ a∗, the weaker
seminorm ‖ · ‖R is appropriate since lima→a∗ λa = 0 and lima↘a∗ λa,0,0 >
0.

Example 4.58. There exists a huge literature on the stability of (n,m)
nanotubes as zigzag or armchair nanotubes, see, e. g., [30]. Each (n,m)
nanotube is the orbit of some point in R3 under the action of a discrete
subgroup of E(3). Thus its stability can be checked with Algorithm 4.56.
In this example we investigate the stability of a (5, 1) nanotube, see Fig-
ure 4.2.
For all scale factors a > 0 and angles α ∈ (0, π) we define: Let R(α) ∈
O(2) be the rotation matrix as in (2.1), t = ta,α = (R(α) ⊕ I1, ae3) ∈
E(3), p = (I1 ⊕ (−I2), 03) ∈ E(3) and G = Ga,α be the discrete group
〈t, p〉 < E(3), i. e. G = {tmpq |m ∈ Z, q ∈ {0, 1}}. For all x ∈ R3 we have
G · x ⊂ Cx, where Cx is the cylinder {y ∈ R3 | y2

1 + y2
2 = x2

1 + x2
2}.

Let N = Na,α = {tp, t6p, t7p}. Let Ua,α ⊂ R3 be the set of all points
x ∈ R3 for which the map G → R3, g 7→ g · x is injective and the three
nearest neighbors of x in G · x are the points N · x, i. e.

sup
{
‖g · x− x‖

∣∣∣ g ∈ N} < inf
{
‖g · x− x‖

∣∣∣ g ∈ G \ (N ∪ {id})
}
.

Let
W :=

{
(a, α, x)

∣∣ a > 0, α ∈ (0, π), x ∈ Ua,α
}
.
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Figure 4.1.: For the toy model as described in Example 4.57, the graphs
of λmin(f̂V (χk), ĝR(χk)) (blue) and λmin(f̂V (χk), ĝR,0,0(χk))
(orange) dependent on k ∈ Kid \ {0} are plotted on the top
plot for the choice a = 1.22. The points (a∗, 0) and (a∗∗, 0)
and the graphs of λa (blue) and λa,0,0 (orange) dependent on
the scale factor a are plotted on the bottom plot.
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Figure 4.2.: As described in Example 4.57, the orbit of the point xa0

under the action of the group Ga0,α0 is a (5, 1) nanotube. We
have a natural bijection between the group elements and the
atoms.
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Analogously to [30] we define the interaction potential V = Va,α, see
Definition 4.1 and Remark 4.2(iv), by

V (y) = 1
2
∑
g∈N

v1(‖y(g)‖) + 1
2
∑
g,h∈N

v2(y(g), y(h)),

where

v1 : (0,∞)→ R, r 7→ (r − 1)2

is a two-body potential and

v2 : {(x, y) |x, y ∈ R3 \ {0}} → R, (x, y) 7→
(
〈x, y〉
‖x‖‖y‖

+ 1
2

)2

is a three-body potential. Thus the bonded points of G · x tend to have
distance 1 and the bond angles tend to form 2π/3 angles. By Lemma 4.6
for all (a, α, x) ∈ W we have E(χGx) = V (y0), where E = Ea,α is the
configurational energy and y0 = y0,a,α,x = (g · x− x)g∈Ga,α .
First we consider the (5, 1) nanotube. We define

α0 := 11π/31 ≈ 1.115
and

xa := a(r cos(β), r sin(β), 7/3) ∈ R3 for all a > 0,

where r = 31/(π
√

3) and β = 5π/31. With the formulas in [22] it follows
that for all (a, α, x) ∈ W the set G · x is a so called (5, 1) nanotube if
and only if α = α0 and x = xa. The bond length of the unrolled (5, 1)
nanotube Ga,α0 ·xa, i. e. the distance of two neighbored points of Ga,α0 ·xa
with respect to the induced metric of the manifold Cx, is equal to 1 if
and only if a = a0, where

a0 := 3/(2
√

31) ≈ 0.269.

Now we investigate numerically with Algorithm 4.56 the stability of the
(5, 1) nanotube, more precisely of (Ga,α0 , xa, Va,α0).

(i) For all a > 0 we have eVa,α0
6= 0, see Figure 4.3, and thus χGa,α0

xa
is not a critical point of Ea,α0 . Thus we can proceed with (vi).

(vi) By (i) for all a > 0 the triple (Ga,α0 , xa, Va,α0) is not stable with
respect to both ‖ · ‖R and ‖ · ‖R,0,0.
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Figure 4.3.: For the (5, 1) nanotube as described in Example 4.58, the
graphs of the energy E(χGa,α0

xa) and the norm of eVa,α0
de-

pendent on the scale factor a are plotted in blue and orange,
respectively. For all a, we have eVa,α0

6= 0 and thus the (5, 1)
nanotube is not stable.
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We define

(a∗, α∗, x∗) := arg min
(a,α,x)∈W

Ea,α(χGa,αx)

≈ (0.263, 1.117, (1.388, 0.776, 0.626))
and

x∗a := arg min
x∈Ua,α∗

E(χGx) for all a ≈ a∗.

In particular we have x∗ = x∗a∗ . We have (a∗, α∗, x∗) ≈ (a0, α0, xa0) and
thus the nanotube Ga∗,α∗ ·x∗ is approximately equal to the (5, 1) nanotube
Ga0,α0 ·xa0 . Now for all a ≈ a∗ we check the stability of (Ga,α∗ , x∗a, Va,α∗)
numerically with Algorithm 4.56.

(i) For all a ≈ a∗ the function χGx
∗
a is a critical point of E by Re-

mark 4.15(ii) and Corollary 4.16.

(ii) We have

suppV = {tp, t6p, t7p}
and

supp fV = {t−6, t−5, t−1, id, t, t5, t6, tp, t6p, t7p}

by Remark 4.15(ii). The first and second derivative of V can be
computed, e. g., with the Python library SymPy and fV can be
computed numerically by Definition 4.11.

(iii) Since {t−1, id, t, p} has Property 1 and {t, p} generates G, by Defi-
nition 3.5 the set

R = Ra := {t−1, id, t, t2, t−1p, p, tp}

has Property 2. We define the bijection ϕ between R and {0, . . . , 6}
by ϕ(tm) = m+ 1 for all m ∈ {−1, 0, 1, 2} and ϕ(tmp) = m+ 5 for
all m ∈ {−1, 0, 1}. For all a ≈ a∗ we define the functions

bi = bi,a : R → R3, g 7→ L(g)Tei for all i ∈ {1, 2, 3}
and
bi = bi,a : R → R3, g 7→ L(g)TAi(g · x∗a − x∗a) for all i ∈ {4, 5, 6},

where

A4 =
(

0 −1 0
1 0 0
0 0 0

)
, A5 =

(
0 0 −1
0 0 0
1 0 0

)
and A6 =

(
0 0 0
0 0 −1
0 1 0

)
.



140 4. Stability of objective structures

By Proposition 3.28 the sets {b1, . . . , b6} and {b1, . . . , b4} are bases
of Uiso(R) and Uiso,0,0(R), respectively. With, e. g., the Gram-
Schmidt process we can determine functions b′1, . . . , b′6 : R → R3

such that {b′1, . . . , b′6} and {b′1, . . . , b′4} are orthonormal bases of
Uiso(R) and Uiso,0,0(R), respectively. A bijection between {u : R →
C3} and C21 is given by u 7→ (u(ϕ−1(0)), . . . , u(ϕ−1(6))). Let
B = (b′1, . . . , b′6) ∈ R21×6 and B0 = (b′1, . . . , b′4) ∈ R21×4. The
matrices P = I21−BBT and P0 = I21−B0B

T
0 are orthogonal pro-

jection matrices with kernels Uiso(R) and Uiso,0,0(R), respectively.
Let p0, . . . , p6, p0,0, . . . , p0,6 ∈ R21×3 such that P = (p0, . . . , p6) and
P0 = (p0,0, . . . , p0,6). For the functions gR and gR,0,0 of Defini-
tion 4.43 we have

supp gR = supp gR,0,0 = R,
gR(g) = pϕ(g) for all g ∈ R

and
gR,0,0(g) = p0,ϕ(g) for all g ∈ R.

(iv) We have T F = T = 〈t〉, M0 = N and {id} is a representation set of
T̂ F/∼ by Lemma 2.36(i). Recall Definition 2.28. We have LS = 〈a〉
and L∗S = 〈a−1〉. By Proposition 2.39 we have {k ∈ R | (I1, k) ∈
Gid} = 〈a−1〉 and thus Gid = {((−I1)q,ma−1) |m ∈ Z, q ∈ {0, 1}}.
The interval Kid = [0, 1/(2a)) is a representation set of R/Gid.

(v) The set {id, p} is a complete set of representatives of the cosets of
T F in G. For all k ∈ Kid and g ∈ G we have

IndGT F χk(g) =


(
χk(g) 0

0 χk(p−1gp)

)
if g ∈ T F(

0 χk(gp)
χk(p−1g) 0

)
else.

Now for all k ∈ Kid, it is easy to compute the complex 6-by-6
matrices fV

∧

(Indχk), gR
∧

(Indχk) and gR,0,0
∧

(Indχk). We have

{k ∈ Kid | gR
∧

(Indχk) has full rank} = Kid \ {0, α∗/(2πa)}
and
{k ∈ Kid | gR,0,0
∧

(Indχk) has full rank} = Kid \ {0, α∗/(2πa)}.
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For all k ∈ Kid \ {0, α∗/(2πa)} we can compute λmin(fV
∧

(Indχk),
gR
∧

(Indχk)) and λmin(fV
∧

(Indχk), gR,0,0
∧

(Indχk)). In particular we
can compute λa(a, α∗) and λa,0,0(a, α∗) numerically, see Figure 4.4.

(vi) In the stretched case a > a∗, we have both λa(a, α∗) > 0 and
λa,0,0(a, α∗) > 0 and thus (Ga,α∗ , xa,α∗ , Va,α∗) is stable with re-
spect to both ‖ · ‖R and ‖ · ‖R,0,0. In the compressed case a ∈
(0, a∗) we have λa(a, α∗) = −∞ and λa,0,0(a, α∗) < 0 and thus
(Ga,α∗ , xa,α∗ , Va,α∗) is not stable with respect to both ‖ · ‖R and
‖ · ‖R,0,0.

Notice that in the stretched case a > a∗, the appropriate seminorm
for the stability is ‖ · ‖R,0,0. For the equilibrium case a ≈ a∗, the
weaker seminorm ‖ · ‖R is appropriate since lima↘a∗ λa,0,0(a, α∗) = 0
and lima↘a∗ λa(a, α∗) > 0.
For all a ≈ a∗ and α ≈ α∗ we can compute λa(a, α) and λa,0,0(a, α)
analogously. For α ≈ α∗ the graphs of λa( · , α) and λa,0,0( · , α) are
similar to the graphs of λa( · , α∗) and λa,0,0( · , α∗). As an example, we
consider

αa := arg min
α∈(0,π)

E(χGxa,α) for all a ≈ α∗,

see Figure 4.5. In Figure 4.5 the graphs of the functions

a 7→ Relative difference
(
λa(a, α∗), λa(a, αa)

)
and

a 7→ Relative difference
(
λa,0,0(a, α∗), λa,0,0(a, αa)

)
are plotted, where

Relative difference(x, y) := |x− y|/max{|x|, |y|} for all x, y ∈ R.
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Figure 4.4.: For the nanotube as described in Example 4.58, the point
(α∗/(2πa∗), 0) and the graphs of λmin(f̂V (χk), ĝR(χk)) (blue)
and λmin(f̂V (χk), ĝR,0,0(χk)) (orange) dependent on k ∈
Kid\{0, α∗/(2πa∗)} are plotted on the top plot for the choice
a = a∗. The point (a∗, 0) and and the graphs of λa (blue)
and λa,0,0 (orange) dependent on the scale factor are plotted
on the bottom plot.
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Figure 4.5.: For the nanotube as described in Example 4.57, the point
(a∗, α(a∗)) and the graph of the angle α(a) dependent on the
scale factor a are plotted on the top plot. The point (a∗, 0)
and the graphs of Relative difference

(
λa(a, α∗), λa(a, αa)

)
(blue) and Relative difference

(
λa,0,0(a, α∗), λa,0,0(a, αa)

)
(or-

ange) dependent on the scale factor a are plotted on the
bottom plot.





A. The configurational energy
restricted to Uiso,0,0 ∩ Uper

In the following we prove Remark 4.30(iii), see Proposition A.3. Propo-
sition A.3 is similar to Proposition 4.29.

Lemma A.1. Suppose that V is weakly* sequentially continuous. Then
for all functions y : G \ {id} → Rd and constants C, c > 0 there exists a
finite set A ⊂ G \ {id} such that

|V (y + z)− V (y)| < c

for all z ∈ L∞(G \ {id},Rd) with ‖z‖∞ ≤ C and z(g) = 0 for all g ∈ A.

Proof. This is clear since V is weakly* sequentially continuous and by
Exercise 2.51b) in [37].

Remark A.2. A sequence (yn)n∈N in L∞(G \ {id},Rd) converges to y ∈
L∞(G \ {id},Rd) with respect to the weak* topology if and only if the
sequence (yn)n∈N is bounded and (yn)n∈N converges componentwise to
y, i. e. limn→∞ yn(g) = y(g) for all g ∈ G \ {id}, see Exercise 2.51 in [37].

Proposition A.3. Suppose that V is weakly* sequentially continuous,
E′(χGx0) = 0 and let u ∈ Uiso,0,0∩Uper. Then it holds E′′(χGx0)(u, u) =
0 and d3

dτ3E(χGx0 + τu)
∣∣
τ=0 = 0.

Proof. Suppose thatV is weakly* sequentially continuous and E′(χGx0) =
0. Thus for the monotonically increasing function

r : [0,∞)→ [0,∞)
t 7→ sup

{
|E(χGx0 + u)− E(χGx0)|

∣∣u ∈ Bt(0)
}

it holds

lim
t↘0

r(t)
t2

= sup{E′′(χGx0)(u, u) |u ∈ Uper} <∞, (A.1)

where Bt(0) = {u ∈ Uper | ‖u‖∞ < t} for all t > 0.
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Let u ∈ Uiso,0,0 ∩ Uper. There exist some a ∈ Rd and S ∈ ⊕(Skew(d1)×
{0d2,d2}) such that

L(g)u(g) = a+ S(g · x0 − x0) for all g ∈ G.

Since differentiability implies locally boundedness, there exist some δ > 0
and C1 > 0 such that

|V (y0 + w)| ≤ C1 for all w ∈ Bδ(0),

where Bδ(0) = {w ∈ L∞(G \ {id},Rd) | ‖w‖∞ < δ}. Let

C2 = 2‖x0‖ sup
{∥∥e−τS − Id + τSe−τS

∥∥/τ2 ∣∣ τ ∈ (−1, 1)
}
≥ 0.

By Taylor’s theorem we have C2 <∞. Let t0 = min{1,
√
δ/(2C2)} > 0,

where a/0 :=∞ for all a > 0.
Now we show that

|E(χGx0 + tu)−E(χGx0)| ≤ r(C2t
2) + t4 for all t ∈ (−t0, t0). (A.2)

Let t ∈ (−t0, t0) \ {0}. We define the function v : G → Rd by

g · v(g) = x0 + e−tS(Id + tS)(g · x0 − x0) for all g ∈ G,

see also Figure A.1. We have

‖v − χGx0‖∞ = sup{‖v(g)− x0‖ | g ∈ G}
= sup{‖g · v(g)− g · x0‖ | g ∈ G}
= sup

{∥∥(e−tS − Id + tSe−tS
)
(g · x0 − x0)

∥∥ ∣∣ g ∈ G}
= sup

{∥∥(e−tS − Id + tSe−tS
)
(L(g)x0 − x0)

∥∥ ∣∣ g ∈ G}
≤ 2
∥∥e−tS − Id + tSe−tS

∥∥‖x0‖
≤ C2t

2, (A.3)

where in the forth step we used that Sτ(g) = 0 for all g ∈ G. In particular,
we have v ∈ L∞(G,Rd) and

‖v − χGx0‖∞ <
δ

2 . (A.4)

For all g ∈ G we define the map

ϕg : Uper → {w : G \ {id} → Rd}
w 7→

(
G \ {id} → Rd, h 7→ (gh) · w(gh)− g · w(g)

)
.
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x0

S1S2
S3

g · x0g · v(g)

g · (x0 + tu(g))− ta

Figure A.1.: In this figure for u, v, a, S and t as in the proof of Lemma A.3
and g ∈ G, the points x0, g · x0, g · (x0 + u(g)) − a and
g · v(g) and the sets S1 = {x0 + A(g · x0 − x0) |A ∈ O(d)},
S2 = {x0 +(Id+ S̃)(g ·x0−x0) | S̃ ∈ ⊕(Skew(d1)×{0d2,d2})}
and S3 = {x0 + A(Id + tS)(g · x0 − x0) |A ∈ O(d)} are
displaced.

For all g ∈ G we have

ϕg(χGx0 + tu) =
(
(gh) · x0 + tL(gh)u(gh)
− (g · x0 + tL(g)u(g))

)
h∈G\{id}

=
(
(gh) · x0 + ta+ tS((gh) · x0 − x0)
− (g · x0 + ta+ tS(g · x0 − x0))

)
h∈G\{id}

=
(
(Id + tS)((gh) · x0 − g · x0)

)
h∈G\{id}

=
(
etS((gh) · v(gh)− g · v(g))

)
h∈G\{id}

= etSϕg(v). (A.5)

For all A ⊂ G \ {id} we denote

BA :=
{
w ∈ L∞(G \ {id},Rd)

∣∣ ‖w‖∞ ≤ R and w(g) = 0 for all g ∈ A
}
,

where R = 2(‖x0‖ + t0‖u‖∞). Let N ∈ M0 such that u is T N -periodic.
Since V is weakly* sequentially continuous, by Lemma A.1 for all g ∈ CN
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there exists a finite set Ag ⊂ G \ {id} such that∣∣V (ϕg(χGx0 +tu)+w)−V (ϕg(χGx0 +tu))
∣∣ < t4

2 for all w ∈ BAg . (A.6)

Let A =
⋃
g∈CN Ag. Equation (A.5), (H1) and (A.6) imply that for all

g ∈ G we have

sup
w∈BA

∣∣V (ϕg(v) + w)− V (ϕg(v))
∣∣

= sup
w∈BA

∣∣V (e−tSϕg(χGx0 + tu) + w)− V (e−tSϕg(χGx0 + tu))
∣∣

= sup
w∈BA

∣∣V (ϕg(χGx0 + tu) + w)− V (ϕg(χGx0 + tu))
∣∣

= sup
w∈BA

∣∣V (ϕg̃(χGx0 + tu) + w)− V (ϕg̃(χGx0 + tu))
∣∣

≤ t4

2 , (A.7)

where in the third line g̃ ∈ G is defined by the condition {g̃} = gT N ∩CN .
Let m ∈ N such that M0 = mN. Since T m is isomorphic to Zd2 ,
there exist t1, . . . , td2 ∈ T m such that {t1, . . . , td2} generates T m. With-
out loss of generality we assume that Cn = {tn1

1 . . . t
nd2
d2

g |n1, . . . , nd2 ∈
{0, . . . , n/m − 1}, g ∈ Cm} for all n ∈ M0, see Remark 2.51(ii). There
exists some n′ ∈ N such that

CmA ⊂ {tn1
1 . . . t

nd2
d2
|n1, . . . , nd2 ∈ {−n′, . . . , n′}}Cm.

Thus there exists some N ′ ∈M0 such that N divides N ′ and
|CN ′ \ D|
|CN ′ |

<
t4

4C1
, (A.8)

where D = {g ∈ CN ′ | gA ⊂ CN ′}. We define the T N ′ -periodic function
ṽ ∈ Uper by

ṽ(g) := v(g) for all g ∈ CN ′ .
It holds

|E(ṽ)−E(χGx0)| ≤ r(‖ṽ−χGx0‖∞) ≤ r(‖v−χGx0‖∞) ≤ r(C2t
2), (A.9)

where we used (A.3) in the last step. Moreover, we have

|E(χGx0 + tu)− E(ṽ)| ≤ 1
|CN ′ |

∑
g∈CN′

|V (ϕg(χGx0 + tu))− V (ϕg(ṽ))|

= 1
|CN ′ |

∑
g∈CN′

|V (etSϕg(v))− V (ϕg(ṽ))|
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= 1
|CN ′ |

∑
g∈CN′

|V (ϕg(v))− V (ϕg(ṽ))|

≤ 1
|CN ′ |

∑
g∈D

sup
w∈BA

|V (ϕg(v))− V (ϕg(v) + w)|

+ 2
|CN ′ |

∑
g∈CN′\D

sup
w∈Bδ(0)

|V (ϕg(χGx0) + w)|

≤ t4

2 + t4

2 = t4, (A.10)

where we used (A.5) in the second step, (H1) in the third step, (A.4) in
the forth step and (A.7) and (A.8) in the fifth step. Equation (A.9) and
(A.10) imply (A.2).
By (A.2) and (A.1) we have

lim sup
t→0

∣∣∣∣E(χGx0 + tu)− E(χGx0)
t3

∣∣∣∣ ≤ lim sup
t→0

r(C2t
2)

t3
+ t = 0

and thus, E′′(χGx0)(u, u) = 0 and d3

dτ3E(χGx0 + τu)
∣∣
τ=0 = 0.





B. Representation theory
We need the following propositions in Chapter 2.
In general, the dual space of a locally compact group contains infinite-
dimensional representations. In contrast to the rest of the thesis, in
the following when we use the term representation, we mean a finite- or
infinite-dimensional representation on a Hilbert space.

Proposition B.1 (Proposition 1.35 in [43]). Let ρ be a continuous uni-
tary representation of a locally compact group G on the Hilbert space
H(ρ). Then ρ is irreducible if and only if

commutant of ρ(G) := {T ∈ B(H(ρ)) |Tρ(g) = ρ(g)T for all g ∈ G}
= CI,

where B(H(ρ)) denotes the space of bounded linear operators from H(ρ)
to H(ρ) and I is the identity operator on H(ρ).

Proposition B.2 (Proposition 1.71 in [43]). Let N be a closed normal
subgroup of a locally compact group G and q : G → G/N be the quotient
homomorphism. The map ρ 7→ ρ ◦ q is a homeomorphism of Ĝ/N with
the closed subset of Ĝ consisting of those elements of Ĝ which annihilate
N .





C. Seminorms
We need the following definitions and lemma in Chapter 3.

Definition C.1. Given a vector space V over a field K ∈ {R,C}, a
seminorm is a function p : V → [0,∞) such that

p(u+ v) ≤ p(u) + p(v) (subadditivty)
and

p(αv) = |α|p(v) (absolute homogeneity)

for all u, v ∈ V and α ∈ K.

Definition C.2. We say that two seminorms p1 and p2 on a vector space
are equivalent if there exist two constants c, C > 0 such that

cp1 ≤ p2 ≤ Cp1.

Remark C.3. It is clear that for a given vector space this definition induces
an equivalence relation on the set of all seminorms on that vector space.
The following lemma is well-known, see, e. g., [35, Exercise 36, p.206].

Lemma C.4. Let p1 and p2 two seminorms on a finite-dimensional vec-
tor space. Then p1 and p2 are equivalent if and only if ker(p1) = ker(p2).

Proof. If p1 and p2 are equivalent then it is clear that ker(p1) = ker(p2).
Let ker(p1) = ker(p2) and call the domain of p1 and p2 the vector space
V . Then p1 and p2 are norms on the quotient space V/ ker(p1). Since all
norms on a finite-dimensional vector space are equivalent the norms p1
and p2 on V/ ker(p1) are equivalent. This implies that also the seminorms
p1 and p2 on V are equivalent.





D. Miscellaneous results
In [10, p. 440] the Kronecker product is defined.

Definition D.1 (Kronecker product). Let A = (aij) ∈ Cm×n and B =
(bij) ∈ Cp×q. Then, the Kronecker product A⊗B ∈ C(mp)×(nq) of A and
B is the partitioned matrix

A⊗B :=

a11B · · · a1nB
...

. . .
...

am1B · · · amnB

 .
Remark D.2. If we say v ∈ Cn, then v is a column vector, i. e. v ∈ Cn×1.
Thus, the Kronecker product A⊗B is also defined if A ∈ Cn or B ∈ Cn.
For the basic properties of the Kronecker product we refer to [10].

Lemma D.3. For all m,n ∈ N let Pm,n ∈ O(mn) be the Kronecker
permutation matrix such that

Pp,m(A⊗B)Pn,q = B ⊗A for all A ∈ Cm×n and B ∈ Cp×q,

see [10, Fact 7.4.30]. For all natural numbers m,n1, . . . , nk ∈ N let
Qm,n1,...,nk ∈ O(m(n1 + · · · + nk)) be the permutation matrix (Pm,n1 ⊕
· · · ⊕ Pm,nk)Pn1+···+nk,m. Then the following statements hold:

(i) For all Ai ∈ Cmi×ni , i ∈ {1, . . . , k}, and B ∈ Cp×q we have

(A1 ⊕ · · · ⊕Ak)⊗B = (A1 ⊗B)⊕ · · · ⊕ (Ak ⊗B).

(ii) For all A ∈ Cm×n and Bi ∈ Cpi×qi , i ∈ {1, . . . k}, we have

A⊗(B1⊕· · ·⊕Bk) = QT
m,p1,...,pk

((A⊗B1)⊕· · ·⊕(A⊗Bk))Qn,q1,...,qk .

(iii) For all A ∈ Cm×n and B1, . . . , Bk ∈ Cp×q we have

A⊗(B1⊕· · ·⊕Bk) = (Pm,k⊗Ip)((A⊗B1)⊕· · ·⊕(A⊗Bk))(Pk,n⊗Iq).

Proof. (i) This is easy to check.
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(ii) For all A ∈ Cm×n and Bi ∈ Cpi×qi , i ∈ {1, . . . , k}, we have

A⊗ (B1 ⊕ · · · ⊕Bk)
= Pm,p1+···+pk((B1 ⊕ · · · ⊕Bk)⊗A)Pq1+···+qk,n

= Pm,p1+···+pk((B1 ⊗A)⊕ · · · ⊕ (Bk ⊗A))Pq1+···+qk,n

= Pm,p1+···+pk((Pp1,m(A⊗B1)Pn,q1)⊕ · · ·
⊕ (Ppk,m(A⊗Bk)Pn,qk))Pq1+···+qk,n

= QT
m,p1,...,pk

((A⊗B1)⊕ · · · ⊕ (A⊗Bk))Qn,q1,...,qk .

(iii) By Fact 7.4.30viii) in [10] we have

Qn,q,...,q = (Ik ⊗ Pn,q)Pkq,n = Pk,n ⊗ Iq.

It is well-known that commuting orthogonal matrices are simultaneously
quasidiagonalisable:

Theorem D.4. Let S ⊂ O(n) be a nonempty commuting family of real
orthogonal matrices. Then there exist a real orthogonal matrix Q and a
nonnegative integer q such that, for each A ∈ S, QTAQ is a real quasidi-
agonal matrix of the form

Λ(A)⊕R(θ1(A))⊕ · · · ⊕R(θq(A))

in which each Λ(A) = diag(±1, . . . ,±1) ∈ R(n−2q)×(n−2q), R(θ) is the
rotation matrix ( cos θ − sin θ

sin θ cos θ ) and each θj(A) ∈ [0, 2π).

Proof. This follows immediately by [39, Corollary 2.5.11.(c), Theorem
2.5.15].

We now state Kronecker’s approximation theorem, see, e. g., Corollary 2
on page 20 in [38].

Theorem D.5 (Kronecker’s approximation theorem). For each irra-
tional number α the set of numbers {αn reduced modulo 1 |n ∈ N} is
dense in the whole interval [0, 1).

We also need Turán’s third theorem, see Theorem 11.1 on page 126 in
[57].

Theorem D.6 (Turán’s third theorem). Let b1, . . . , bn, z1, . . . , zn ∈ C.
If m is a nonnegative integer and the zj are restricted by

minµ6=ν |zµ − zν |
maxj |zj |

≥ δ (> 0), zj 6= 0
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then the inequality

max
ν=m+1,...,m+n

∣∣∑n
j=1 bjz

ν
j

∣∣∑n
j=1|bj | |zj |ν

≥ 1
n

(
δ

2

)n−1

holds.

We also need Theorem A.1 of [4].

Theorem D.7. Let (X, d) be a metric space, (Y,F , µ) be a measure space
and f : X × Y → R be such that

(i) f(x, · ) is µ-integrable for all x ∈ X,

(ii) f( · , y) is continuous in X for µ-almost all y ∈ Y ,

(iii) there exists m ∈ L1(Y, µ) satisfying

sup
x∈X
|f(x, y)| ≤ m(y) for µ-a.e. y ∈ Y.

Then the map
X → R, x 7→

∫
Y

f(x, y) dµ(y)

is bounded and continuous.
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The main focus of this thesis is the discussion of stability of

an objective (atomic) structure consisting of single atoms

which interact via a potential. We define atomistic stability

using a second derivative test. More precisely, atomistic

stability is equivalent to a vanishing first derivative of the

configurational energy (at the corresponding point) and the

coerciveness of the second derivative of the configurational

energy with respect to an appropriate semi-norm. Atomistic

stability of a lattice is well understood, see, e. g., [40].

The aim of this thesis is to generalize the theory to objective

structures. In particular, we first investigate discrete sub-

groups of the Euclidean group, then define an appropriate

seminorm and the atomistic stability for a given objective

structure, and finally provide an efficient algorithm to check

its atomistic stability. The algorithm particularly checks the

validity of the Cauchy-Born rule for objective structures. To

illustrate our results, we prove numerically the stability of a

carbon nanotube by applying the algorithm.
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