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Extended Abstract

The DiKEViMA project [1] seeks to develop a virtual khachkar museum with the aid 
of engaged volunteers. UNESCO [2] describes cross stones as follows: “Khachkars 
reach [human dimensions of] 1.5 meters in height, and have an ornamentally carved 
cross in the middle, resting on the symbol of a sun or wheel of eternity, accompanied 
by vegetative-geometric motifs, carvings of saints and animals. Khachkars are created 
usually using local stone and carved using chisel, die, sharp pens and hammers.” Im-
portant resources can be found in the books Armenia sacra [3], l’art des khachkars [4] 
and the contributions of Patrick Donabédian [5], who helped us work out a historical 
classification of khachkar styles, periods and locations. Table 1 summarizes the periods 
and styles in the development of khachkar craftsmanship. 

Table 1: Khachkar styles, periods and locations 
Timespan Location & Time Style 
5th–8th 

centuries 
Garnahovit 
( ),
Arutj ( ),
Gougark,
Shirak, Talin and
Mren 

Early Christian vertical monuments, widespread in both Ar-
menia and Georgia, composed successively of a pedestal, a 
cubic base, a four-sided stele, a capital, and a cross. From a 
historical point of view this type is a “predecessor” of the 
khachkar. More than 200 examples of this kind of memorials 
with four-sided stelae surmounted with a cross, have been 
studied by G. Grigoryan [6]. 

9th–10th 

centuries 
Ani, Dvin, Talin 
Etchmiadzin 996; 
Haghpat arch 
1004 

Earliest khachkars: Among their characteristic features: the 
simplicity of their decoration; the absence of ornament on the 
cross, edge band and bottom; the rounded shape of the upper 
part of the plate, which progressively becomes rectangular; 
and the tips of the cross arms shaped as a single ball. Also 
found on the earliest khachkars: a pair of half palmettes or 
stylized hands, elegantly curved from the foot of the cross; 
the stepped pedestal and the round medallion under the cross; 
the two small medallions on both sides of the upper arm of 
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the cross; the leaves or fruits hanging in the upper area. These 
features are present from the 9th century until the present day. 
Several functions / intentions for erection: glorification of the 
cross, funerary monument, commemorative monument, apo-
tropaic mark, monument of victory, landmark, decoration of 
churches and civic buildings. 

10th–11th 
centuries.
Armenian 
Bagratid 
kingdom 
with its 
capital at 
Ani; Sel-
juk Turks 
invasion, 
in the 2nd 
half of the 
11th cen-
tury

Ani, Sanahin, 
Syunik, Artsakh 

The upper part of the stone plaque receives its definitive rec-
tangular shape. At the extremities of the cross arms, the ear-
lier single ball is replaced by a triple ball. A horizontally dis-
posed pair of palmettes attached by a large belt to the foot of 
the cross is one of the characteristic innovations of the begin-
ning of the 11th century. Ornamented cross, vegetative 
sprouts surrounding the cross from above and below, and en-
larged borders with squares and double or triple filament trel-
lis work are further features. 

12th–14th 
centuries. 
Crusades, 
Kingdom 
of Geor-
gia, 
Kingdom 
of Cilician 
Armenia, 
Mongols, 
Mameluks 

Geghard stones 
carved in 1213 by 
masters Timot and 
Mkhitar; Haghpat 
“Amenaprkich” 
khachkar carved 
in 1273, probably 
by master Vah-
ram; Goshavank, 
carved in 1291 by 
master Poghos 
in the Vayots Val-
ley and Syunik; 
Master Momik at 
Noravank 

Crosses under a semicircular arch with narrow semicolumns 
or under an ogee arch, horizontally spread palmetto leaves 
under the cross, characteristic of the beginning of the 11th 
century, now with more and larger decoration. Very abundant 
decoration. Complex interlaces on the edges with double or 
triple ornamental ties and rows of “Islamizing” eight-pointed 
stars. Rich arabesques. At the end of the cross arms, the cen-
tral element of the triple ball acquires a pointed tip, which 
transforms it into a bud or a blossom, underlining the vegeta-
ble, living nature of the wood from which the cross is made. 
Introduction of two small lateral crosses in the lower quad-
rants, often held by a human arm. Under the cross, the tradi-
tional round medallion, enlarged and richly adorned, some-
times acquires a bulging aspect. Apparition of Christ in glory 
flanked by angels on the lintel; apparition of Christ on the 
cross, on four Amenaprkich cross stones sculpted in 1273, 
1279, 1281 and 1285; Adam’s head under the cross; the im-
age of the donor/deceased as a mounted hunter on the lower 
part of the plate; images of birds even sooner. 

15th–17th 
centuries. 
Ottomans, 
Safavids 

Master Kiram at 
Noratus; Masters 
Arakel and Me-
likset. Khachkars 
in Old Julfa, com-
pletely destroyed 
in 1998, 2002, 
and 2005 

Khachkars incorporate carvings with wide frames in which 
crosses in various shapes are included, blended with the or-
namentation, three or more smaller crosses, organically in-
cluded in the ornamentation and blended with it: carvings 
more stylized and higher in relief, rigid and exact. Carvings 
bring strong light, shadow and plasticity, and fine carvings of 
winding stalk-like volutes (widespread since the end of the 
12th century). 
Creation of the Julfa type of elongated khachkar with crosses 
under deeply carved niches with stressed ogee arch. On hu-
man figures, round faces with almond-shaped eyes. On the 
lintel, along with triumphal scenes of Christ in glory, image 
of a double griffin with one human head. 
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In recent years, we have focused our development on the viable Virtual Museum 
metadata standard ViMCOX in the context of existing standards like LIDO and the 
realization of the multipurpose system ViMEDEAS (Virtual Museum Exhibition De-
signer Using Enhanced ARCO Standard). Smaller editors to design and generate virtual 
3D and 2D museum environments or to publish and archive virtual exhibition layouts 
were developed in parallel [7], [8]. Metadata concerns the following attributes: 

Encoding: for machine readability, data types, processing, communication, ex-
change and storage 
Structuring/Classification: Categories, hierarchies, sets, elements, relations, in-
dexing, referencing, linking with similar items 
Naming: Headings, types, values, controlled vocabularies, metrics, multilingual 
support, (fuzzy) search and retrieval support (ontologies) 
Content: 3D scene graph modeling, texturing and lighting, assets, objects, identi-
fiers and various attributes, connectors, metaphorical design  
Presentation: Various exhibition environments, user support, tour planning, nav-
igation support, co-curation support, interaction, publication, knowledge creation. 

Excellent photographs and rich metadata are provided and complemented by their 
codes as was first proposed by the French engineers and experts Haroutioun Khatcha-
dourian and Michel Basmadjian in their book L’art des khachkars: Les pierres à croix 
arméniennes d’Isphahan et de Jérusalem [4]. The work highlights the iconographic and 
epigraphic corpus of both locations and proposes alphanumeric reference codes to clas-
sify the stones with respect to their 

Inscriptions by handling encoding and ligatures, transcription of toponyms, an-
throponyms and uppercases to lowercases, abbreviations and logograms.   
Typology using a repository of anterior partitions, borders, structures, crosses, or-
naments, plants, flowers, trellis, symbols and so one 
Epigraphy using a grammar, non-terminals (epigraphy, formula, complement, ded-
icating, name, title, patronym, origin, dating, etc.), production rules, and terminals 
Ontology for local neighborhood relations. 

More precisely, partitioning of the khachkars’ surface considers the upper part 
(coded MFnn, with nn being a number that identifies the pattern used), sides (MMnn) 
and bottom (MBnn), as well as structures with zero to four side elements (Snn).  The 
inner areas include complex motifs, for example (MCnn), as a superordinate structure 
the Xoran—the frame, cross and object under the cross—(TXnn, MBnn), interiors with 
cross type and composition (MXnn, CXnn), frames with cross type (MTnn), frames 
with crosses and attributes (ATnn), typical plate schemes with fixed and varying attrib-
utes Axx, Cxx, Exx, Pxx,  cross over base ornamental or symbolic element (MEnn), 
ornaments with simple motifs (MS-nnn), complex motifs (MC-nnn), linear composi-
tions (CL-nnn), arched compositions (CA-nnn), centered compositions (CC-nnn), and 
cruciform compositions (CX-nnn). 

The book represents an important scientific advance; however, it offers no hierar-
chical coding of the ornaments and their compositions, no digital tool support (using a 
computer application) and only a limited variety of khachkars from two places—Isfa-
han and Jerusalem. Therefore, the repositories need completion: without tool support, 
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image and pattern segmentation and recognition, no automatic type recognition or clas-
sification is possible. 

In the following, we propose some modifications to the classification scheme of 
khachkars’ metadata in order to allow automatic segmentation on three levels. The next 
step enables the motifs to be assigned to their classes: border structures, frames, crosses, 
geometric, vegetable, and figurative objects, as well as areas of repeating patterns. Fur-
ther details in the assignment remain possible. 

Figure 1a shows an example of classification of a khachkar according to [4] and 
using the following elements. Figure 1b a first step towards segmentation. 

Fig. 1a. Grigor’s Khachkar, Etchmiadzin's Saint Ga-
yane Church, partly destroyed (D), late 12th–13th cen-
tury; 110x60x21 cm3, inscription on the banner below 
in three lines: Christ, when you come back, remember 
Grigor and Ohan (P. Donébadian), [3,171] 

Fig. 1b. Khachkar in memory of P'alik 
Noravank monastery, 1285, dimen-
sions 164x70x26 cm3, [3] p. 326, 
Stbls123rs123 Ftq1q2lsrs XC 

Simple motifs MS: geometric objects, stylized parts of plants, fruits, figurative motifs, 
simple cross shapes, braidlike structures or intricate parallel curves

Complex motifs MC: composition of simple motifs is repeated, (a)symmetrical ar-
rangement, detailed geometric objects, stylized plants and fruits, figurative motifs, 
wickerwork made of biomaterial or bast

Linear Composition CL: Strip strewn with small geometric objects showing knots in 
trellis, geometric objects or parts of plants in regular formation

Circular composition CC: Vegetable motifs and wickerwork in a circular arrange-
ment
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Cross compositions CX: Crosses consist of two orthogonal narrow rectangles, the 
horizontal shorter than the vertical, which may be bent and decorated with four simple 
ends with various simple geometric or vegetable shapes. The body of the cross uses all 
elements of the CL and MS.

Compositions from columns and arches CA: Columns and arches surround the cross 
composition and are part of the xoran. They are filled with simple geometric patterns. 
The arch on top can end in a tip or be replaced by smaller arcs.

The xoran X includes the cross, its frame, the base and support below the cross. The 
center of the khachkar can contain several grouped xorans. The bordered area of the 
cross can show various simple motifs around the body of the cross or other smaller 
crosses. The arms of the cross can be filigree, stylized, delimited by curves or straight 
lines and may contain further motifs at the ends. The interior of the cross may contain 
a variety of geometric motifs; the contour is formed by multiple parallel curves that end 
in various leaf shapes. The interior is often decorated with different geometric objects. 
Khatchadourian and Basmadijan [4] describe 72 different types of CX-nnn.

Border structures S: Consist of up to four rectangles on the edges of the stone above, 
below, and on the right and left sides. They record usually simple but sometimes com-
plex figurative or geometric objects (in repetition). Inscriptions ( Epigraphy [4]) are 
usually in the lower areas.

The automated handling of the collection and classification of cross stones includes 
the following tasks:

Development of a metadata standard for the structure and content of khachkars based 
on [4] and the modifications proposed here.

First, spatial structural elements are defined and identified. Second, the structuring 
is refined, and objects are categorized. Third, substructures are recognized, and objects 
classified.

The border structure of the four sides of a khachkar—top, bottom, left side, and right 
side—is as shown in Figure 2:

Fig. 2. Border elements of the Khachkar 

S   Strsls Stbrsls

Strslst Srslstb Sb Slsb

t

ls rs

b

t

ls rs

b
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Rectangular elements are subdivided and sometimes replaced by polygonal forms, 
as can be seen in Figure 3. Structural elements t, b, ls, rs can be divided and filled with 
various content. 

    St triangle   St polygon      St123 ls12 rs 12 
Fig. 3. Three examples of how rectangular elements can be replaced by polygonal forms and 
their coding, starting with St and adding the name of the changed form 

Further frame shapes separate border content and the inner areas of the stone with 
the cross in the middle: straight lines, circular arcs and rectifiable Jordan arcs. Frames 
are described by their components above and below, on the right and left. Alternatively, 
there may be also circles or polygons with circular edges, hemicycles (hc) and quad-
rants (q) in the inner part of the khachkar. Arched compositions CA allow the quarter 
circles to culminate in a point, put smaller arches atop each other, use parallel curves, 
or decorate the frames inside as seen in Figure 4. 

   Ftq1q2lsrs   Ftq1hc2q3lsrs     Fthexagonbcircle  

Fig. 4. Examples of additional decorative figures in the inner part of the khachkar surrounding 
the cross itself with their description code which starts with Ft.   

Primitive (P), simple (E), complex (C), and atypical forms (AF) of a khachkar, sym-
bols and their arrangements, compositions of border structure, xoran with frame, cross 
and base differ in the execution of their three components: the use of simple and com-
plex motifs, their arrangement and the elaboration of the interspaces, up to an asym-
metrical arrangement of the attributes (see Figure 5). 

-6-



Fig. 5. Examples of types of compositions: primitive (P) simple (E), complex (C) and atypical 
(AF). 

There are ready-to-use software solutions based on deep learning and neural net-
works for segmenting scenes from various figurative, vegetable, urban or rural contexts. 
The software can be downloaded. We are currently assessing whether it is possible to 
use it to segment the khachkars (http://deepscene.cs.uni-freiburg.de/#demo). A soft-
ware implementation of this project (AdapNet ++, SSMA, AdapNet, CMoDE) based 
on TensorFlow can be found in the Freiburg University GitHub repository for academic 
use and is released under the GPLv3 license. Another approach providing software is 
found at http://deepscene.cs.uni-freiburg.de/#demo. A visual language for describing 
khachkar iconography should be developed in parallel. 

Implementation proposal 

The first challenge in classifying the khachkars automatically is the background noise 
in these images. Khachkars are generally located in places with a lot of vegetation and 
other ancient buildings. These elements do not provide any useful information for the 
classification and thus should be eliminated to increase performance and avoid classi-
fiers behaving incorrectly due to ineffective information or undesirable correlations. 
For example, in object detection problems, several of the best-known models were un-
able to distinguish between wolves and Eskimo dogs (huskies) when trained with snow 
in the background of the images containing wolves [9]. 

One alternative to removing the background automatically is to use image segmen-
tation techniques [10]. Image segmentation models divide an image into semantically 
similar structures. For example, for an urban photo, these models can identify which 
parts of an image are buildings, people or cars. Several models have been proposed to 
solve image segmentation. The ones that perform best are convolutional neural net-
works (CNN). The most commonly used architectures for these problems include U-
Net [11] and Feature Pyramid Networks [12]. In our case, we can use these trained 
models to detect the khachkar and the background for different classes with no human 
intervention. Finally, we can remove all the other categories and get a clean image of 
each khachkar. 

Figure 6 presents an example of applying the segmentation algorithm to subtract the 
background and extract the khachkar. The image on the left is a sample khachkar with 
a background that is just noise for classification purposes; on the right is the same image 
with its background cropped by applying segmentation to the image. 

P   E  C  P  AF
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Fig. 6. The image at the right presents the result after applying segmentation to the image on the 
left.  

After analyzing the part of the photo containing the khachkar, another preprocessing 
task is to convert the image to greyscale. As explained above, the important properties 
of the khachkars for classification are mainly their shapes, regardless of the material; 
color of the stone; and textures. Therefore, converting the khachkar images to grey-
scale forces the model to focus on motifs and shapes. The segmentation approach also 
focusses on efficient discovery of curved lines and discontinuous edges in order to de-
tect half circles on top of khachkars and surface areas that may have been broken or are 
missing [17]. 

For the image classification process itself, we believed that convolutional ap-
proaches like CNNs can operate correctly because these algorithms can recognize and 
classify emotions and their typical facial displays [13]. 

Figure 7 shows an example of applying a Sharpen filter to the greyscale khachkar 
image. On the left is the original khachkar image after removing the background, and 
on the right is the same image after applying the sharpen kernel. One can see that the 
image on the right has much greater detail in the khachkar's motifs, compositions and 
shape. Thus, it can be useful for classification. 
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Fig.7. The image at the right presents the result after applying a sharpening filter to the image on 
the left. 

Our major concern about using CNN is the amount of data available for training the 
models. These network architectures require thousands of labeled samples per class to 
fit their inner parameters. In our case, data is limited; only about a hundred records are 
labeled correctly. An alternative means of tackling this problem is to transfer learning 
and fine-tuning techniques in the model [14]. These techniques use a pretrained convo-
lutional model (generally in a different dataset) as an initial state for the classification 
in a new dataset. Findings show that many of the weights of the first layers can be 
reused regardless of the dataset and only the last layers are specific to the problem, with 
only a few parameters requiring adjustment. A similar technique is described by using 
CNN architectures with several different convolution layers to classify isolated glyph 
images [15]. 

Another approach that can be used to improve performance is scenes analysis tech-
niques [16]. In this approach we perform the object classification stepwise. First, we 
detect the elements that compose a khachkar, for example, a border, crosses and writ-
ings. Then, using these basic objects and the already introduced layouts (xoran), we 
combine them and create a greater part of the picture. Doing so will help to find patterns 
already known and present in certain parts of the image, such as in the border or in the 
frame. To combine the elements, we can use another machine learning model or a 
model that supports uncertainty reasoning. 
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Abstract.  GPS drawing needs basics of digital geometry and topology, road net-
works, GPS technologies, and metaphorical correspondences. The contribution 
classifies GPS art, network parameters and route generation algorithms that help 
to generate examples of GPS drawings in various web applications. Route gen-
eration algorithms construct polylines from covering polygon boundaries to ap-
proximate a given Jordan arc or compute the chain code of a polyline over a given 
grid and apply the code to replace the curve by a suitable sequence of crossing 
points of the street network which is then passed through. An outlook on the 
selection and finding of suitable route networks as canvas for the realization of a 
GPS artwork is given. 

Keywords: GPS drawing  metaphors  road networks  digital geometry 

1    Introduction

Smartphones, modern GPS technology and freely accessible geographical maps allow 
the planning and recording of trips or journeys by land, water or air. Map sections are 
enriched with important private and public information, routes can be annotated or 
highlighted in color and the results can be published online. Conversely, for a given 
start and end point and specified mode of travel, optimal routes can be determined and 
predefined geometric figures traced using that route. After a definition of the term, this 
contribution highlights the technical and algorithmic basics of GPS drawing, acquisi-
tion of street maps, creating a canvas, GPS accuracy, presents artwork creation algo-
rithms and shows a variety of possible applications. Finally, the notion of fractal geom-
etry is introduced to understand shapes of cities. We give an explanation why we cannot 
find regular road networks of any size. 

As stated in [2], GPS art consists in drawing on a digital map following a given path 
and using a GPS device. The route of a journey can automatically be loaded into the 
GPS receiver’s memory and then be shaped, embellished and visualized on a computer 
or smartphone display. The map image is obtained from various open or commercial 
sources, such as Google Maps (https://www.google.com/maps) or OpenStreetMap 
(https://www.openstreetmap.org). 

This definition needs some explanation. Recording points reached sequentially on a 
map and following trajectories described in standardized three-dimensional coordinate 
systems or after projection in planar areas is a prerequisite for covering the distances 
traveled and visualizing them on a canvas as colored artifacts. Color and style of 

-11-



artwork visualize GPS signal properties (brushstroke), route characteristics (line style), 
artist’s performance, environmental influences, and other properties defined by the 
metaphorical design of the artwork. 

There are various ways to describe geometrical objects, including parameterized rec-
tifiable Jordan arcs, polygons, or artifacts such as letters or geometric objects used as 
overlays on a map. Routes belong to various categories, allowing for walking, running, 
cycling, driving or hiking. These categories include footways in a pedestrian zone or 
alleys crossing a city center, modern quarters with a rectangular road networks or by-
passes and arterial roads into rural areas with field and forest paths, as well as lakes and 
mountain trails requiring 3D representation. Road networks are described using seg-
ments between node points with ellipsoidal 3D coordinates or projections into a plane 
together with various street objects. Segments are polylines, (circular) arcs, clothoids 
or, more generally, spline curves together with parameters and standardized exchange 
formats. 

Waschk and Krüger [18] present a software system for planning and generating 
routes to represent apparently 2D GPS artwork, such as curve/polygon drawings or 
texts entered by the user via a stylus or keyboard. The system supports basic transfor-
mations and object conversion in polygons. Street data, such as intersection nodes, are 
obtained from the Open Street Map project. Users freely choose a location on the globe 
to create GPS artwork, and the algorithm computes a route fulfilling given quality cri-
teria using appropriate metrics and visualizes the route. The authors do not provide 
references to basic results of digital geometry, digitization and grid coverings. Also, 
some examples are not easy to understand (cf. Figure 8). Important aspects, such as the 
selection of suitable road networks and permitted route categories are missing. 

2      Acquisition of Street Maps: Creating the Canvas 

The canvas for GPS drawings can be created in two different ways: (1) extracting roads, 
building footprints and other features in the areas between them based on satellite im-
ages and GPS data and mapping them via a suitable projection or (2) deriving a road 
network incrementally and constructing it based on a camera tour or the trajectories of 
many vehicles and their uploaded GPS data. 

Schindler et al. [14] were the first to introduce various forms of data acquisition for 
the generation of road networks: laser scanner-based data acquisition, video-based lane 
detection, processing of aerial images, and input from other data sources such as maps 
or reference measurements. Babahajiani et al. [1] propose an ef cient and accurate two-
stage method to segment and semantically label 3D city maps of registered LiDAR 
point clouds and RGB street view images. Two applications of this approach concern 
model-based 3D visualization for better user experience and 2D semantic segmentation 
for 2D applications, such as GPS drawing in a subnet. 

Satellite images in high resolution play an important role as mentioned in [11]. These 
images are kept in governmental, commercial and open repositories of surface maps 
with spatial object resolution descending from a diameter of 80 meters to 25 cm or less. 
The authors in [19] use deep convolution networks in an image segmentation approach 
as a solution for extracting road networks from high resolution GF-2 satellite images. 
The papers [10,3] share details of new deep-learning and weakly supervised training 
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models and make data and specialized map-editing, -reviewing and -verifying services 
available to the global mapping community through Map With AI. 

Zhongyi Ni et al. [20] address the inverse problem: Vehicles equipped with posi-
tioning devices can generate and upload a huge amount of trajectory data in real time. 
Based on incremental learning, they propose a road network generation method. 

Schüller [15] develops a geographic information system that can record, edit, query 
and visualize road condition objects and describes the creation of a street network editor 
with node points, segments, addresses, objects, coordinates and other geometrical data. 

In order to approximate geometric objects or characters on a canvas showing foot-
paths, streets, roads, hiking and ski trails, lakes, buildings, blocks, parks and recrea-
tional areas, various parameters of interest can be extracted from satellite images, aerial 
photographs or map material. For a rectangular area, the orientation, regularity and 
mesh size of the grid must be determined. If aligned global quadtrees or other locally 
aligned hierarchical structures are used, they are expanded as long as all leaves at the 
bottom level contain a street segment of the desired category. An interesting research 
question is devoted to the task of how areas can quickly be considered for their suita-
bility as a canvas for a GPS art project. 

3     GPS Accuracy 

If all clocks are synchronized, with signals from three satellites, a receiver’s location 
can be found as the common point of three spherical surfaces. A fourth satellite is used 
to include the time variable. In practice, there are various error sources; time, longitude, 
latitude, and altitude all have statistical error bounds. If we interpret the vectors of the 
signals emitted by the satellites used to calculate the position and time of the receiver 
as a brush, we need some information about the location, time and properties of the 
transmitters, the receiver, the space traversed by the signals and the requirements for 
visualizing the distances traveled by the user after a standardized projection on a 2D 
map. It should be borne in mind here that reliable distance calculations must take ellip-
tical coordinates into account for greater distances and, as a third dimension, altitude.  

The shortest path between two points on Earth, customarily treated as an ellipsoid of 
revolution, is called a geodesic. Two geodesic problems are usually considered: the 
direct problem of nding the end point of a geodesic given its starting point, initial 
azimuth, and length; and the inverse problem of nding the shortest path between two 
given points. Algorithms for the computation of geodesics on an ellipsoid of revolution 
are offered in [9]. These algorithms provide accurate, robust, and fast solutions to the 
direct and inverse geodesic problems and allow differential and integral properties of 
geodesics to be computed. Three independent systems will be available soon (USA 
GPS, RUS Glonass and now EU Galileo). Quality of service is set and described in the 
Global Positioning System (GPS) standard [6]. Standard Positioning Service (SPS) in-
cludes Position/Time Accuracy Standards, Global Average Position and so forth. Gov-
ernments committed to broadcasting the GPS signal in space with a global average use 
range error URE smaller than 0.7 m with CI 95% on May 11, 2016 [16].   

To describe satellites’ and receivers’ positions in space and on Earth, standardized 
national reference systems (e.g., WGS-84 ellipsoid) have been agreed, as have Carte-
sian and ellipsoidal coordinates and their transformations. Details are reported in Zogg 
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[21]. In addition to the Gauß-Krüger projection, the Universal Transversal Mercator 
system actually in use projects almost the entire surface of the earth on 1200 planes. 

4    Creation of an Artwork: Metaphorical Correspondences 

There are various reasons for creating a GPS drawing, such as to transmit a message or 
to link information with a given route, and the drawing can be made by one or more 
persons walking or using some means of transport synchronously or asynchronously. 
The text or objects of the digital geometry are selected, the process of creation is defined 
and their function and meaning are explained.  The objects can be drawn on a map or 
generated directly on the ground, in the sky or in the water in accordance with the means 
of transport; they may continue to be visible or disappear after a time (cf. Figure 1). 

Fig. 1. Parade on July14, 2018 in Paris   Asynchronous aleatory contrails 
Source: LIBERATION, (together with AFP), photo by Marc Chaumeil 

An example of the painting being generated by moving persons is the synchronous 
collaborative creation of a colored drawing in the sky by air force pilots with the con-
trails of nine military jets and the asynchronous creation of contrails being dispersed by 
the wind. When using road networks, it is necessary to select a site for realization that 
meets certain requirements about road categories and quality criteria and to scale and 
align the work accordingly. We propose the following metaphorical correspondences: 

Artist Person generating the GPS art 
Brush Means of transport, satellite signals 
Canvas Part of street network, polygonal area on land, at sea or in the air 
Artwork Objects of digital geometry: digitized letters or traces by brush strokes as 

products of travel or symbols for it  
Text and 
letters 

Text in paintings is not linear. Visual languages with appropriate grammars 
can be used to describe text flow in two or three dimensions. A letter or 
icon can be produced by a pattern or strokes or by splines, which can be 
scaled and rotated 

Style ele-
ments:  
Signs, col-
ors and 
forms 

Style elements for curves, polygons, interior areas and the contours of do-
mains, such as fill color and line attributes, uncertainty modeling and visu-
alization. Thickness and opacity illustrate regions of uncertainty across the 
spatial domain, supplemented by annotations.   
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Collabora-
tive genera-
tion 

Travel from or to a location, airport or port, carried out simultaneously or 
with a time delay 

Quality Quality criteria and dimensions such as path length, duration or proximity 
to the given overlay drawing and attractiveness of the route 

Creating a drawing depends on the motif, the objects depicted, the artist, and the 
painting tools—brush, paint, easel, frame and canvas on which the painting is made. 
Metaphorical correspondences must be found to the artist, brush and canvas styles. 

Who or what is producing the drawing? A person or group may be walking, hiking, 
running, climbing, snowboarding, flying, or sailing. In any case, they are traveling from 
a starting point S to an endpoint E following a particular route ground, air and/or sea. 
The drawing is produced either by means of transport, leaving marks along the route, 
or alternatively by an algorithm using a standardized description of the route based on 
GPS tracking of point coordinates or velocity. A typical task is to describe the impact 
of the environment (buildings, lakes, mountains) and satellites, signaling pathways, and 
receiver characteristics resulting in uncertain 3D and 2D GPS spatial coordinates in a 
ball or plane geometry—which influence the accuracy of the map—represented by 
color, thickness and the style of points or strokes. We could assign a color to a GPS 
point by using a color model corresponding to the number of satellites used and assign 
the point a given diameter corresponding to its uncertainty.   

There are several scenarios for crowdsourcing and collaborative work: for an exam-
ple see http://www.wandermap.net/en/official/3071561-way-of-st-james/.  

The website shows various routes with data and digitized representations of ground 
features and associated attributes representing the knowledge of residents and volun-
teers to trace the Way of St. James from starting points in all European countries and 
leading to Santiago de Compostela in Galicia (Spain). 

Strava [17] is a social fitness network using GPS data primarily to track cycling and 
running exercises. It enables users to achieve aesthetic and artistic goals by conveying 
a message and coding information about the route and its surroundings or about the 
traveler (i.e., data about training or about runners’ or bikers’ performances [12], global 
heatmaps etc.).  

5     Algorithmic Approach

The creation of GPS art includes interesting algorithmic aspects starting with the de-
scription of the geometric art objects and limiting curves as well as text in Euclidean 
and 2D or 3D digital geometry. If geometric objects are approximated by their digital 
artifacts in two or three dimensions, terms such as line, circle, Jordan arc, polygon, 
simply connected domain, distance, and neighborhood must be adapted to their digital 
analogues. Then an appropriate canvas should be chosen—a network of roads to ap-
proximate the artwork fulfilling quality criteria under a given metric. Appropriate ap-
proaches are needed to find a sufficiently large regular grid with fine meshes in order 
to scale, position and fit the drawing accordingly. Geometric objects are modeled using 
rectifiable Jordan arcs or closed Jordan curves as boundaries. The Jordan curve theorem 
asserts that a closed Jordan curve divides a plane into an interior region bounded by the 
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curve and an exterior region. There is an analogous statement for the discrete plane 
using four- and eight-neighbor topologies and digital Jordan arcs. 

QuadTiles in OpenStreetMap and quadtrees in GoogleMap API are data structures 
for map clustering to store markers in a certain area. A marker identifies a location on 
a map, can be labeled, and is searchable. There are similar octree structures in 3D to 
localize point clouds.For searching an item, latitude and longitude are encoded into a 
single integer using the QuadTile algorithm. This is done with 31-bit precision per 
coordinate, thus providing as many possible levels. Location searches become simple 
integer range-based queries. Thus arcs and a street network can be geocoded with 
quadtiles up to a certain level corresponding to the requirement to find the 
representation point of at least one allowed street segment from the network in each 
node of the lowest level of the tree structure, the leaves, which can serve as an 
approximation for the intersecting part of a given drawing.  

In a stroke-based setting, distances between segments and their end points must be 
evaluated. After applying a fast in/out test for two polygonal areas in two dimensions 
and boxes in three dimensions containing two line segments for relevant streets and 
parts of the drawing, we apply a formula for distances between straight lines based on 
the cross product. Then, the nearest points must be found and moved to the endpoints 
if they are outside the boxes/polygons or segments. 

To compute the distance between two line segments, three cases are possible: dis-
tance between two end points, distance between one end point and an interior point on 
the other segment, and distance between two interior points. The minimum value prob-
lem has a solution since both sets are compact, and the distance function has a minimal 
solution. 
 L1: x(t) := x1+t(x2-x1), L2: y(u) :=y1+u(y2-y1), n := (x2– x1) (y2-y1)/|(x2 – x1) (y2 –y1)| 
n is orthogonal to both straight lines. Then the distance between skewed straight lines 
in the 3D space is given by dist (L1,L2)=abs (x(t)–y(u),n) for any two points x(t), y(u).  
We also use areas bounded by polygons, polygon clipping and decision algorithms such 
as a point in a polygon or the position of a point with respect to a plane, or the distance 
between two straight lines (line segments) in 3D and 2D, all based on the Hesse form. 
When a polygon intersects a rectangle, it can be decided which parts are inside and 
which outside—an important determiner for the construction of the closest route or 
trail. All parts of the figure in the overlay are approximated by connected segments of 
a road network with certain quality characteristics and specific optimization criteria 
(shortest or nearest) and distance measures. 

When a straight line or a Jordan arc is digitized on a square grid, a sequence of grid 
points is obtained defining a digital straight-line (DSL)/curve segment. Whereas a reg-
ular (orthogonal) grid covering provides square midpoints or parts of the border in the 
four-neighbor topology, the Bresenham algorithm defines a major and a minor direction 
in which steps are executed. Beginning at the integer starting point, the algorithm de-
livers integer grid points on both sides of the line, depending on the underlying eight-
neighbor topology. In the case of straight line segments and a circular arc (CA) with 
integer midpoint, integer radian square and an eight-neighbor topology, the digitized 
arc is the closest (and shortest) one [8]. The algorithm extends to three dimensions. 
Using characteristic properties of chain codes, it can be decided if a finite code repre-
sents a DSL or a DCA. Similar to our approach, the authors of [5] define a supercover 
model with a geometry based on irregular isothetic grids by tiling the plane using axis-
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parallel rectangles and a digitization framework. As application, a supercover digitiza-
tion of straight lines with recognition algorithms and a process to reconstruct an invert-
ible polygonal representation of a curve are given while we want to assemble a path 
built from parts of the boundaries of the polygonal covering.   

Algorithm 1: GPS Drawing: street approximation of a rectifiable Jordan arc c(t) 
with start and end points S and E in 2D 

Take a network with streets of allowed categories, and define optimality criteria. 
Construct a nearest polygonal covering P:={P1, P2,…. } in which each member is 

bordered by segments of allowed streets (straight line segments or circular arcs) of a 
given category. 

Collect an ordered list Lc = {c(ti), i=1, …, n} of intersection points (ti < ti+1) of c(t) 
with the covering P (avoid corner points).  

Start with c(t1), and set P1=Pj(0) that contains a part of c(t), t<t1. 
For i:=1 to n: determine Pj(i) with border point c(ti), which contains a part of c(t); 

t>ti, Pj(i-1) contains a part of c(t), t<ti, resulting in a list Lp = {(Pj(i-1), Pj(i)), i=1,…, n,
j=j(i)} of adjacent polygons.

Try to assemble a path built from parts of the boundary Pj(i), i=0, 1, 2, …., such that 
the optimality criteria (boundary parts of each member of the polygonal covering used, 
double crossed sections eliminated, shortest or closest Jordan path constructed) are ful-
filled. If there is no connected (continuous) path, try to spread to adjacent polygons or 
assume polygons with simply connected inner domains (with respect to the four-neigh-
borhood topology), the edges of which can be traversed in both directions. If the arc 
passes the same polygon twice or is part of a closed Jordan curve, try to use roads/trails 
inside or outside. 

Figure 2 shows an area of Windsor (UK) (https://www.gpsvisualizer.com/draw/), a 
given digital Jordan arc, an allowed covering also using footpaths and a drawing that 
uses all polygons as well as several variants resulting in shorter or outer/inner routes, 
including one that is not a Jordan arc. 

Figure 3 on the left handles the letter B, which is rendered with three closed Jordan 
curves as a contour. A suitable road network is located in New York (USA). A canvas 
with a irregular orthogonal road network results in digitally convex inner paths and an 
outer path from the edges of the covering. Alternatively, the texture of the satellite map 
can be used to fill the inner domain of the letter B. A covering with a global quadtree, 
the squares of the lowest level of which contain both letter boundary and roads of the 
network, only exists for two of the three curves. An access with multigrids of the same 
depth and orientation solves the problem. On the left is shown a letter drawing using 
the nearest double-point free irregular grid digitization and chain code representation 
of inner and outer Jordan curves on a Manhattan city map. A more general approach 
starts with a classification of road networks of the selected road category based on ex-
trinsic (orientation and size) and intrinsic parameters (parameters for irregularity: var-
ying mesh size and main directions, intersections with fewer or more than four 
branches, missing sections and areas without roads).  

-17-



Fig. 2. Various realizations of routes for a given digital Jordan arc and an irregular covering 

Fig. 3a. Drawing the letter B by walking in Manhattan  Fig 3b. 4- and 8-neighborhood topology 
Other types of networks consist of circular paths (cf. Figure 4). There are now sev-

eral important tasks: a) classifying urban and rural areas according to the categories 
described above; b) classifying the digitized drawings according to polygon types, di-
viding them into sections and arcs and into filled and unfilled contours; c) searching 
and fitting (with learning) to a canvas; d) freeform drawing and e) identifying cooper-
ative variants or creating a 3D version. 

Next, we review these problems from a software perspective. The relevant data types 
and algorithms to describe the road networks are graphs, trees (quadtrees) or lists with 
alphanumeric entries and real or interval-valued scalars or vectors. 

The canvas is a scaled, aligned rectangular (or polygonal) area with a road network 
of a category specified in lists of (quasi-) orthogonal streets with the following (regular; 

-18-



optional) parameters: translation, rotation, map scaling, horizontal street names, verti-
cal street names; list of gaps, minimum and maximum deviation of orthogonality, and 
minimum and maximum mesh diameter. An irregular canvas contains various aligned 
or oriented road networks, circular roads, larger meshes or gaps such as parks, lakes, 
inaccessible or privately used areas. 

Alignment and scaling increase the clarity of the discussion, particularly when de-
scribing the neighboring intersections to the west, south, east and north, but it must be 
specified whether calculations are made in original or new coordinates. 

Road networks consist of streets, intersections, meshes and gaps with the definition 
Street:= (name, town/county; start point, end point, category, travel direction); 
Intersection point:= (name & name, coordinates; adjacent intersection points 
AIP0, …., AIP3, optional AIPs) 
Mesh (IP):=(array IP[X,Y] of adjacent intersection points (IPx,y) (IP0,0 in the south-
west of the area) 
Gap (IP):= Polygonal area delimited by roads, not suitable for drawings due to 
missing paths). 

Next we describe polyline rasterization: 

Algorithm 2: Text/Polyline rasterization 
Input polyline (p0, …, pn), pi Z Z i. For each line segment, Bresenham's algo-

rithm is used to rasterize it.  
The starting point S and end point E of the segment are specified using integer coor-

dinates, and the dominant axis X and the minor axis Y of the octant containing the line 
segment are determined. 

Each step is coded via an eight-neighbor code 0, ...,7, where only two consecutive 
numbers (mod 8) are used. This gives the chain code of the segment. If necessary, the 
direction of the code sequence must be reversed, c changes to 7-c. 
Finally, the individual code sequences are combined to form the polyline code and then 
transformed into a four-chain code; in the case of two possible pairs, these are selected 
alternately. 

Next, we digitize the drawing on a regular grid, encode it with a four-directional 
chain code and then visualize it on a suitable canvas of a road network. 

Algorithm 3: GPS drawing (cf. Figure 5) 
Choose a regular grid (X, Y) and coordinates 0 x X, 0 y Y, with a given mesh size. 

   Digitize the drawing as polyline and describe it with a four-neighbor chain code 
(Alg. 2, cf. Figure 3b).

Define the start and end points of the curve with grid point coordinates (latitude, 
longitude) (Xs, Ys), (Xe, Ye). Place it so that it does not leave the canvas. Mark seg-
ments that are not drawn with pen up (pu). 

Identify as canvas an area with a street network of the specified category that is as 
regular as possible with (X + 1) (Y + 1) crossing points, whose GPS coordinates are 
given, and determine start and end point intersections. To this end, create two-name 
lists of all rectangular streets in the (X, Y)-rectangle. 
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Fig. 4. Brooklyn NY after 8.5° rotation to the right: various road shaped networks 
To get an array IP of all intersections of two streets situated in the rectangle in 

Google Maps, submit the request in the format: “[[Street Name A] & [Street Name B], 
City]”. The API will return latitude and longitude coordinates of the intersection. Then 
add the four nearest neighbors in the direction 0,1,2,3 to each intersection in IP. 

Fig. 5. Digitized text with four-chain code on rectangular (0,57) (0,6) Manhattan canvas 

Describe the artwork according to the affected meshes using the list of GPS inter-
section coordinates of the constructed path. 

Visualize the digitized path on the canvas. The length of the path can be optimized 
if, in addition to the horizontal and vertical sections of the path, existing cross connec-
tions between the intersections (in the eight-neighbor topology) are used. 
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6   Software 

GPSVisualizer [7] is a sketchbook of GPS artists and proposes a standardized input 
form that automatically draws your GPS data (or various exchange formats (KML/ 
KMZ file, etc.) overlaid upon a variety of background maps and imagery, using either 
the Google Maps API or Leaflet, an open-source mapping library and freehand drawing 
utility that allows users to interactively draw on a map creating their own GPX or KML 
file. We used this software to produce figures 2 through 5. 

ExpertGPS (https://www.expertgps.com) is a map software for planning outdoor 
trails. It shows waypoints and tracklogs on any handheld GPS receiver over aerial pho-
tos and topographic maps of the United States. It converts any GPS, GIS, or CAD data 
to or from GPX, Google Earth KML or KMZ, Excel CSV or TXT, SHP shapefiles or 
AutoCAD DXF drawings and allows users to measure distance, elevation and grade.

Google Maps (https://maps.google.com) can be used to build highly customizable 
and scalable maps with their own content and imagery and to import features from 
KML files, spreadsheets and other files (CVM, KML, KMZ, GPX, XLSX). It supports 
the user in creating complex applications and powerful visualizations of the data on a 
modern web platform with a comprehensive user interface (cf. Figure 6). 

OpenStreetMap (https://www.openstreetmap.org) offers a free editable map of the 
whole world. The software is built by a community of volunteers that contribute and 
maintain data about roads, trails, small businesses and railway stations all over the 
world. Both can be categorized as Mapping API tools. 

Geolocation APIs are mainly used to retrieve geolocation information in a device- 
and software-agnostic manner. The W3C has published a geolocation API 
https://www.w3.org/TR/geolocation-API/ https://github.com/w3c/geolocation-api) as 
draft code that focuses on retrieving WGS84-compliant position information on host-
ing, especially for mobile devices. Recently, a geolocation sensor API draft has been 
published as a work in progress, https://www.w3.org/TR/geolocation-sensor. It extends 
the concepts of the aforementioned API in terms of consistency, security, privacy, and 
extensibility. 

Google offers a geolocation API that can also use specified WiFi SSIDs, CellId, area 
code or mobile network codes to retrieve geolocation information (https://develop-
ers.google.com/maps/documentation/geolocation/intro). This API can be useful if sat-
ellite-based positioning is unavailable or is considered insufficient. Since multiple input 
parameters are accepted, the assumed location data delivered by the Google API is usu-
ally supplemented by an accuracy value. A complete software solution offers an inter-
face to the following functionalities and existing toolboxes: 

1) Find and extract areas with large road networks, streets and intersections, and
search for capital cities on the five continents and road names, such as 63th Street. 

2) Define canvas, dimensions and mesh size; convert the curves into polygons by
such means as applying Chaikin’s algorithm to the B-spline control points, (a few 
times) in order to get (more accurate) directional chain codes; compute the four-chain 
code of the polyline (https://stackoverflow.com/questions/36680297/how-to-convert-
polyline-or-polygon-into-chain-code) and the list of GPS coordinates of adjacent inter-
sections; identify the route on the canvas; optimize and visualize the route. 
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OpenCV proposes a data structure polyline with arrays of polygonal curves and ver-
tex counters, the number of curves, a flag indicating whether the drawn polylines are 
closed or not, and their color and further line style elements.   

3) Use GPS visualizer: Input can be done in the form of GPS data (tracks and way-
points), driving routes, street addresses, or simple coordinates. 

7   Further Examples, Conclusions and Future Work 

Our GPS data were collected in Santiago de Chile on Tuesday, September 3, 2013, 
between 17 and 18h using several smartphones during a walk in Parque O'Higgins, 
Tupper, Beauchef, Blanco Encalada, Jose Miguel Carrera, Domeyko, and Almirante 
Latorre. The walk shows the accuracy of the GPS coordinates (parameter linewidth) 
using ground truth. The color used represents type of environment—forest, trees, small 
and high buildings, free areas, streets and crossings (cf. Figure 6).

Fig. 6. Walk across the campus of University of Chile: Public domain under Creative Commons 
4.0 licence–on the right: star, light bulb (length 3.4 km) in Brooklyn, circle in Yerevan 

Rosner et al. [13] mention the challenge to paint a star and a circle which is quite 
simple with a regular street grid at hand (cf. Brooklyn). For further examples see 
https://gpsdoodles.com/. The grid-covering algorithm can also be applied to the city of 
Yerevan. A perfectly circular street surrounds the castle in the city of Karlsruhe.  

This contribution provides important basics of digital geometry for GPS drawing 
and two basic algorithms based on polygonal coverage and chain codes. Illustrative 
examples show the difficulty in finding suitable road networks. 

The authors Batty and Longley [4] apply fractal geometry to understand shapes of 
cities and construction principles developed by city planners and architects in contrast 
to the historic growth and expansion. They observe that a simple geometric pattern 
repeated on different scales and self-similarity play an important role. Strong geometric 
city layouts such as the octagonal Palmanova in Italy are worth mentioning, as are cir-
cular towns (e.g., Karlsruhe) or regular cell growth (e.g., Savannah), whereas Beijing 
has a fractal dimension close to two, but only a roughly regular grid. The observed 
fractal growth of large cities indicates that no regular street grids of any size can exist 
and that Euclidean objects cannot be approximated with equal accuracy in any size.   
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 The efficient localization of suitable road networks using intelligent learning ap-
proaches, scaling and adaptation of the canvas and an evaluation of the user experience 
are priority topics for a relevant research question and planned for future work. 
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Abstract. Nowadays, the expanded use of LBSs involves opportunities to 
the adversaries threatening the location privacy of mobile users. Several 
approaches have been proposed to tackle either location privacy, location 
safety, and query privacy independently. In this paper, we present a work 
in progress, which aims to propose a unified framework to protect privacy 
in all these dimensions simultaneously. The demand for query-privacy pro-
tection for many users will be addressed in batch. 

Keywords: location privacy, · location safety · query privacy · batch pro-
cessing. 

1 Introduction 

Locations Based Services (LBS) are becoming popular due to the high demand 
for GPS-based services, which have been promoted by the usage of mobile devic-
es and sensors. Geospatial applications can easily access through Google player or 
Apple store. By using these applications, a user can know which the least congest-
ed route is to reach a specific destination, if there is a hospital nearby; and even 
the user could receive notifications about events that are occurring in its proximi-
ty. Furthermore, many LBSs are being developed at present not only for commer-
cial but also for scientific research purposes. This trend is a foreseeable future 
where our lives will be affected by computing environments, which store and 
process information not only about our position but also our lifestyle. This com-
puterized future puts our privacy and security at risk. 

Nowadays, the expanded use of LBSs involves opportunities to the adversaries 
threatening the location privacy of mobile users. Through the inference attacks 
carried out by adversaries [6], there is a chance to know the behavior patterns (i.e., 
taking into consideration the location and time) for a user. Aiming at tackling this 
challenge, significant research has been developed to provide users with location 
privacy and safety. 
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The current research in the context of location-based services (LBS) have been 
based primarily on the following three aspects (i.e., these aspects are also techniques): 
Location Privacy [2, 9, 5, 8, 14, 13, 16], Location Safety [10, 11, 15] and Query Pri-
vacy [17, 18, 12]. Location Privacy has as a goal to hide the location of a user to the 
adversary (i.e., LBS) over a specific region.  To achieve this goal, a cloaking region is 
built for the user considering at least k-1 other users who have been in the same area 
(note that some users could be in the same space at the same time). On the other hand, 
according to [10], Location Safety is defined as “the problem of preventing an adver-
sary from location (and thus destroying) nodes based on their location information re-
vealed explicitly in communications.” Even though the aspects mentioned above pre-
vent the LBS from knowing a user’s whereabouts, those do not avoid that the LBS 
knows what query was submitted by a user. Finally, Query Privacy (l-diversity) at-
tempts that the adversary cannot identify the user’s real query from others l 1 differ-
ent queries. 

Nevertheless, the existing solutions for the three above mentioned aspects have 
significant limitations. First, these works ignore the relationship between location pri-
vacy, location safety, and query privacy. Existing works mainly focus on one of these 
aspects independently. Second, these techniques also build up cloaking regions for 
each user individually and even more so when privacy protection is not relevant for 
the current location of the user. All these features turn the anonymity system into a bot-
tleneck, especially in the case of continuous LBS services. Third, these works also do 
not consider a proper balance between location privacy/safety protection and pro-
cessing cost at the LBS. Fourth, those solutions aimed to protect query privacy assume 
that the types of queries to provide l-diversity are known beforehand, and they remain 
constant over time, which is not generally valid. 

In this work, we propose to tackle the three above mentioned privacy aspects at 
the same time. To face the bottleneck issue, we will consider two features: batch pro-
cessing and restricted space. Specifically, we propose a batching algorithm to build ef-
ficiently cloaking regions considering multiple mobile users. These users have different 
privacy requirements (i.e., location privacy, location safety, and query privacy re-
quirements are not the same for every user, and all are required at the same time). How-
ever, cloaking regions are not built for those users located within a restricted area [13]. Fi-
nally, to address the type-of query assumption, we plan to classify the geographic queries ac-
cording to their semantic proximity. Additionally, we present strategies to limit the us-
age of l-diversity. 

The remainder of this paper is organized as follows: In Section 2, some basic defi-
nitions, the adversary model, along with the problem description, are provided. In 
Section 3, we describe some implementation details. Related works are presented in 
Section 4. Finally, in Section 5, we conclude this work in progress relating to how we 
plan to evaluate the performance of our proposed solutions. 
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2 Basic Concepts 

To provide location privacy for a user, we offer the traditional scheme based on k-
anonymity (i.e., the real user’s location cannot be distinguished from other k- 1 places 
submitted to the LBS [20]). On the other hand, the location safety implies ”to identify 
an area whose safety level is below to some threshold ( ),” where safety level corre-
sponds to ”the ratio of its area and the number of nodes inside it” [10]. 

We assume that there are two types of adversaries, passive and active. A passive 
adversary is any user that can monitor and eavesdrop on the wireless traffic or com-
promise any other user to obtain its private data. An active adversary is any user that 
can compromise the LBS server. In this definition, we also consider that the LBS is it-
self a potential adversary. Besides, the adversaries can perform the following attacks: in-
ference attack, colluding attack, and accessibility attack. 

According to [13], a space S is restricted to a user when he submits a service re-
quest at some time t, and this action reveals his presence in S at time t. Based on this 
concept, these authors propose a technique called Restricted Space Cloaking to limit the 
number of cloaking regions to be built for a mobile user. 

We define the geographical l-diversity notion. This notion involves seeking popu-
lar different queries, which are related to specific spaces that have distinguishing 
characteristics, but these are in different locations. To achieve this goal, we will use 
concepts related to places, which will have associated ontologies. These ontologies 
will allow us to give a semantic meaning. 

3 Our Proposed Scheme 

We assume there exists a set of mobile users moving within a defined network area. They 
trust in an anonymity server, which receives the exact locations of the users along with 
their queries and their privacy requirements. This anonymizer should build in batch 
the cloaking regions (i.e., for each user) considering the need for location privacy, loca-
tion safety, and query privacy. It is essential to point out that the l-diversity will be 
mainly formed by queries of real users, decreasing the number of query dummies. 
Additionally, the anonymizer should update the cloaking regions each time a users’ 
movement takes place. Once this step has been carried out, this information is submit-
ted to the LBS to process the queries. Subsequently, the query answers are sent to the 
users. We plan to use Restricted Space Cloaking to limit the number of cloaking re-
gions to be built, and we plan to propose a similar criterion to limit the usage of l-
diversity. 

Finally, we hope to have enough empirical results to obtain conclusions about the 
three aspects involved in our approach. Several experimental environments will be 
evaluated using simulations.
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4 Related Work 

Several approaches deal with location cloaking techniques. In [7], the authors provide 
a method to improve location privacy in LBSs. This approach involves the sym-
metric encryption as well as the k-anonymity technique taking advantage at the 
same time caching mechanism. This caching mechanism is based on repetitive 
queries. Empirical results compare four schemes, considering the average compu-
tation time and communication cost per query on the anonymizer and the LBS 
server. In the context of Vehicle Sensing Systems (VSS), in [4], the researchers 
present an efficient location privacy-preserving range query scheme for secure VSS 
communications. This approach is based on a protocol to hide sensitive infor-
mation. 

On the other hand, works such as [3] expose a privacy-preserving kNN (near-
est neighbor) query scheme in the context of road networks. This scheme utilizes 
several cryptographic primitives such as Paillier cryptosystem [21], condensed 
RSA digital signature along with Voronoi diagram. This scheme holds the privacy 
of spatial data and kNN queries and confirms the authenticity of each query re-
sult. 

Finally, other works address the location safety issue. In [1], the authors present 
the notion of differential private k-anonymity (DPkA) for query privacy in LBS. 
This notion integrates the concepts of k-anonymity and differential privacy. The 
authors provide a scheme to achieve the 0-DPkA; when 0-DPkA is not reachable, 
they propose an algorithm to solve this issue. In [15], the efficient construction of 
location cloaking areas for many users is presented. The building of location cloak-
ing areas is carried out in a batch, considering the privacy and safety requirements 
of multiple users at the same time. This work presents two batching techniques. 

To sum up, at present, there is not any work that unifies the three mentioned 
aspects of location privacy, location safety, and query privacy. Therefore, we be-
lieve that our approach is novel. 

5 Conclusions 

In this paper, we have presented an approach based on a batching algorithm, 
which addresses three aspects: Location Privacy, Location Safety, and Query Pri-
vacy. It should be noted that these three aspects have not been tackled at the same 
time. In this way, we hope to be able to evaluate several metrics considering the 
attack of active and passive adversaries. To this end, a wide range of experiments 
will be carried out to obtain empirical results from this  approach. 
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Abstract. We plan to address the problem of processing Location-Based 
Queries (LBQ) in a MANET to preserve query privacy as much as possible. 
Our idea is that mobile users will first ask themselves to solve a query before 
any user decide to submit its query to an untrusted LBS. Our first goal is to 
define a collaborative caching strategy to be run by the mobile users them-
selves that exploit the geographic and semantic similarities among the LBQs 
to perform efficient processing of LCQs. Our second goal to protect a user's 
query privacy when any user submits an LBQ to the LBS; we are planning 
to develop a distributed algorithm to provide l-diversity only when this pro-
tection is useful. Existing caching techniques for MANET do not exploit 
semantic and geographic similarities among the LBQs, and they assume mo-
bile users have access to some storage infrastructure to maintain global in-
formation to compute l-diversity.

Keywords: Query Privacy · Semantic Cache · Query Similarity · MANET.

1 Introduction

Location-Based Services (LBS) are becoming popular due to the significant devel-
opment of social networks and smartphones. Users can easily access through Google 
Player or Apple Store, services that allow them either to know the path with the 
least congestion to reach a specific destination, if there is a hospital in their sur-
roundings, or to receive an alert when a family member is nearby. All these exam-
ples are called Location-Based Queries (LBQ) because a user demands a service 
from a provider (LBS) whose answer depends on the exact location of this user. 
However, the periodic release of our positions and our queries to the LBS can lead 
this server to conclude more details about our lifestyle and identity. If the LBS acts
unethically or illegally, it may sell our information to others without our consent so
that our privacy may be put in danger. Therefore, substantial research has been de-
veloped to provide users with techniques that protect their privacy.
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Most research articles assume that users want to protect either location privacy 
or/and query privacy. One of the most promising ideas to protect location privacy 
in the context of LBS applies the concept of k-anonymity. This technique aims to 
build for every user. This cloaking area includes the user's exact location and also 
other chosen places where this user can also be with high probability [1, 3, 5, 4]. 
Other techniques aim to protect a user's query privacy [9, 6, 7, 11, 10, 2, 13] by 
building a set of different l-1 LBQs, called l-diversity. These queries are also re-
leased from the user's whereabouts. In this way, our adversary, the LBS, cannot 
distinguish which query from the l possible alternatives is the real one.

In this article, our goal is to show what the challenges are to perform efficient 
processing of LBQs when query privacy is the primary concern. To tackle this 
problem, only at the LBS is challenging since a user's query has been replaced by 
l queries. Therefore, the LBS must process many queries just to answer only one
and may become a bottleneck when many users request service. Moreover, the LBS 
wastes unnecessarily limited computing resources since only one query is the real
one. To face these issues, some researchers have proposed the use of a trusted third
party called the anonymizer. This server can receive many LBQs and can cluster
them by their proximity and, in this way, to build an l-diversity query set from real
queries. However, since the anonymizer works as a proxy, it can both become a
bottleneck and attractive target to be compromised. To deal with these latter issues,
other researchers [9, 11, 10, 12] have proposed a decentralized infrastructure,i.e., a
MANET (a Mobile Adhoc Network) to compute proper query privacy protection
and also to process LBQs.

However, these decentralized solutions show essential limitations. First, they 
consider that any information required to obtain l-diversity for a given query is 
globally known by a trusted third party, which is not always accurate in ad-hoc 
networks. Second, they also assume that this information remains constant over 
time, which is not generally valid. Third, a few solutions suppose that users main-
tain a local cache, and they use it to solve LBQ locally or asking their neighbors 
before submitting any LBQ to the LBS. These caching solutions only work with 
exact semantic queries. Finally, these techniques intend to continuously provide an 
l-diversity set to every user protecting its query privacy. However, there exist sce-
narios in which we think that it is not necessary, or it may become useless. Consider 
a massive public event, like a music concert, where it is expected that many users
will be submitting LBQs related to this event. Since this is a public spectacle, we
can consider these LBQs are general knowledge.

In this work in progress, we assume that users can communicate by themselves 
throughout an ad-hoc network, and they are also able to transmit throughout a cel-
lular network infrastructure to reach an untrusted LBS. Based on these assump-
tions, we aim first to develop a fully distributed scheme to provide l-diversity and 
to be run only by the users themselves. Second, to protect a user's query privacy 
and LBS resources, we aim to propose a collaborative caching scheme supported 
by mobile users themselves [16]. 
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Our idea is that the users must first ask their caches before asking the LBS, and 
the management of this cache must take advantage of the semantic and geographic 
similarity among the LBQs. Third, to mitigate the possibility the LBS becomes a 
bottleneck, we consider proposing some criteria to decide when l-diversity is com-
puted or not to protect query privacy. 

The rest of this paper is organized as follows. In Section 2, we offer some basic 
definitions and the adversary model. We also describe some implementation chal-
lenges and give some solution ideas. Finally, in Section 3, we conclude this work 
in progress relating to how we plan to evaluate the performance of our proposed 
solutions.

2    Our proposed scheme

2.1    Basic concepts

To provide query privacy for a user, we aim to offer l-diversity, i.e., the real user's 
query cannot be distinguished from other selected l-1 queries [8]. To compute l-
diversity, users must keep updated a query frequency table (QFT), which registers 
the number of query types submitted from a specific location. We plan to propose 
a semantic similarity metric that allows us to find examples of popular and distin-
guishing queries in a particular context. We assume that these types of queries can 
be updated periodically from a provider, and these can be used to compute a QFT.

We assume that there are two types of adversaries. A passive adversary is any 
user that can monitor and eavesdrop on the wireless traffic orcompromise any other 
user to obtain its private data. An active adversary is any user that can compromise 
the LBS server. In this definition, we consider the LBS itself as a potential adversary 
as well. Besides, we think these adversaries can perform the following attacks: infer-
ence attacks and accessibility attacks.

2.2   System overview

We split the network domain into a set of disjointed grid cells (or subdomains). The 
size of each cell is set to r  r , where  r is a node transmission radius. Thus, 
when a mobile user broadcasts a message, it covers the entire cell where this user 
resides. The network partitioning is made known to all mobile users, and each mo-
bile user caches the queries that are relevant to its home cell. We assume each user 
can cache some data locally on their mobile phone or laptop. We plan to develop a 
caching strategy to decide whether or not a query (and its answer) are stored in this 
cache.
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We say a cell is a node's home cell if the node is currently inside the cell, and 
each cell has its QFT. Since users cannot rely on a central server or storage point, 
users moving within their home cells must maintain their corresponding QFTs. 
When a user walks into a new cell, it sends a 1-hop broadcast to obtain the cell's 
QFT, and this new cell becomes its home cell. Any user moving within its home 
cell can broadcast back the cell's QFT. When nobody is within this new cell (every 
broadcast has a timeout), we are planning to follow a similar approach as proposed 
by [15]

When a node leaves its current cell, it sends a 1-hop broadcast message asking 
if it needs to retain this QFT until someone requests it. When a user needs to create 
an LBQ, first, it checks whether it finds a valid query answer in its local cache. In 
case it does not have an answer or data has become stale, then it updates its QFT 
and submits its query to their neighbors located within its home cell. Then, every 
user in this cell updates its cell's QFT. If any neighbor cannot answer the LBQ, the 
user computes l-diversity by collecting several QFTs from several geo-casting [14] 
submitted to nearby cells. Then the user submits its LBQ protected with l diversity 
to the untrusted LBS.

3    Conclusions

In this paper, we plan to develop a distributed algorithm to process Location-Based 
Queries (LBQ) in a MANET. Our idea is to exploit the geographic and semantic 
similarities among the LBQs and build a distributed cache supported only by the 
mobile users themselves. If a user does not solve its query in the MANET, then it 
sends its query to the untrusted LBS. To protect a user's query privacy, we are 
planning to develop a distributed algorithm to provide l-diversity. Thus, the user 
computes l-1 different dummy queries that are also submitted with the real one to 
the untrusted LBS. However, we think there are application scenarios where l di-
versity is useless, and we are planning to work on some criteria to detect those 
scenarios. In this way, we plan to prevent overloading an LBS with unnecessary 
dummy queries.

It should be noted that existing caching techniques do not consider semantic 
and geographic similarities, and they also assume mobile users have a storage in-
frastructure to maintain global information (like the entire QFT). After we set so-
lutions considering these previous aspects, we plan to evaluate several metrics con-
sidering the attack of active and passive adversaries. To this end, a wide range of 
experiments will be carried out to obtain empirical results from this approach.
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Extended Abstract 

In recent years, several algorithms have been proposed to solve image classification 
problems mainly based on convolutional neural networks (CNN), which have reached 
high levels of accuracy. For example, Resnet [2] and LeNet [3] are models for object 
detection that have achieved accuracy over 98% on the Imagenet dataset [1]. 

However, many of these techniques have drawbacks. The black-box behavior of 
these networks is one of the most important weakness. This refers to the fact that if we 
train a very accurate neural network for a certain problem using a particular dataset, the 
user cannot know how the model decides. Thus it is impossible to ensure that networks 
learned correctly how to classify or they are just over-fitted to the dataset samples. Sev-
eral articles illustrate these problems, for example Moosavi-Dezfooli et al. [4] show 
that these networks are unstable to adversarial perturbations. These perturbations are 
noise to the original image which might be imperceptible for humans, but cause the 
model to change their classification. Su et al. [6] present another example of these per-
turbations, in this case instead of adding a noise to the whole image, they just change 
one pixel of the image, making the model to misclassify losing over 16% of accuracy 
in Imagenet. 

Many of the above problems of CNNs appear because we let these networks to 
change their thousands of parameters without restrictions. These unrestricted optimiza-
tions may lead into inexplicable models and require many data samples to converge. 
Our hypothesis is that we can develop a model with both fixed restrictions and “learn-
able” parameters. The constraints of this intermediate model should encode meaningful 
aspects to consider in the input when performing a prediction/classification. Also, it 
allows experts to include their knowledge about the classification problem. Finally, 
having fewer parameters makes the model require fewer data for training. 

In this work we propose a two-phase method to perform expert assisted image clas-
sification. In the first phase, we will introduce the constraints of the problem to generate 
a meaningful feature vector for each image. In the second phase, we will perform inter-
pretable classification using the same techniques for optimization as the neural network 
approaches such as gradient descent and backpropagation. 

-35-



Peñafiel et al. proposed a new model for tabular classification based on the Demp-
ster-Shafer Theory (DST) and Gradient Descent, we call this model DSGD [5]. The 
proposed method is rule-based, a rule is defined as a statement that can be verified with 
the data, and a mass assignment function (MAF) which is the knowledge encode ele-
ment of DST. Rules can be defined either by expert knowledge or automatically based 
on data statistics. Then, the model can find the optimum values for the MAFs that pro-
duce the lowest error in prediction using Gradient Descent as optimizer. The main ad-
vantages of this method are: interpretability, it allows to include expert knowledge and 
it can handle missing information. 

This method was tested on several datasets and it shows that the model is able to 
reach comparable accuracy to traditional classification methods like Support Vector 
Machines or K-Nearest Neighbors, without losing the ability to explain the decision it 
performs. 

This proposed model is limited to work with tabular data, the goal of this work is to 
present alternatives about extending it to handle image classification. To do this, a 
straightforward strategy is to convert the image into a meaningful feature vector, and 
use this vector as the input for a tabular classification problem. Feature vectors should 
encode information about properties of the image. In our case, since we are interested 
in expert knowledge, we can define the vector values as how certain hypotheses about 
the image are. 

Depending on the problem, the definition of these feature vectors variate. For exam-
ple, for MNIST dataset [7] which have images of handwritten digits, we are interested 
in classifying according to the shape of the drawings. Then in the first phase, we can 
force the model to apply convolutional kernels or gradient histograms to the images to 
return a value that shows whether a certain shape is presented in the image. Figure 1 
shows an example of the classification for this problem. 

Figure 1 Example of digit classification using our proposed method. The model applies custom 
interpretable filters to the image to build a meaningful feature vector. These vectors are converted 
into rules and then we use them in DSGD model which assigns different MAFs to these rules. 
The MAF values are optimized using Gradient Descent to provide the best accuracy in prediction. 

Another more complex example is the classification of scenes. In this problem, we 
need to determine which scene is shown in an image. Examples of scenes are bedrooms, 
parks, cities, etc. Here, we can define the expert knowledge as looking if certain items 
appear in the image. For example, in a bedroom is more likely to contain a bed, bedside, 
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furniture, etc.; in a park it is more likely to find trees, vegetation, and benches. Then we 
can develop an algorithm to detect those items in the image and create our feature vector 
according to the probability of these items come out in the image. 

In order to evaluate the performance of the model, we can use standard classification 
metrics such as accuracy, precision and recall. We also propose an experiment to verify 
expert support classification requires fewer data to train compared to a traditional con-
volutional neural network and then achieving better accuracy when data is limited. We 
propose to compare the accuracy obtained by our model and a traditional convolutional 
neural network, but changing the number of samples provided for training. We hypoth-
esize that our model achieves better performance when data is limited. 
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Abstract. Collaborative learning enables students to develop higher-order 
thinking skills and achieve richer knowledge generation. In this study we com-
bined online collaborative learning with the student question posing activity to 
increase students’ posed question quality guided by a question quality level tax-
onomy. Utilizing off-the-shelf online tools from the Internet, we proposed an 
online learning method for students to collaboratively pose question and refine 
their questions based on the learning material they have watched before.  

Keywords: question posing; question generation; question refinement; question 
improvement; high quality question; collaborative question refinement. 

1 Introduction 

In current world situation where everything is become interconnected with the Inter-
net, many new possibilities of learning methods exists to enable students learn every-
where and at any time, even from their home. Online collaborative learning in syn-
chronous or asynchronous becoming new normal, either it is conducted in full online 
setting or blended setting. One of the effective methods for learning is question pos-
ing. By posing questions, students are actively enhance their understanding and com-
prehension when they construct relations between their prior knowledge and the 
learning material. However previous study showed that the questions posed by stu-
dent were in low-level quality[1] which are sign of low cognitive level. Combined the 
flexibility of online learning, collaborative learning and question posing and refine-
ment, in this study we proposed an online synchronous learning method to increase 
the quality of student generated questions to higher level based on the question level 
taxonomy. 
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2 Related Works 

2.1 Online Collaborative Learning 

In collaborative learning, learners are sharing and transmitting knowledge amongst 
them as they work towards common learning goals. Different from traditional one-
way learning method from teacher to student, learners in collaborative learning are 
active in their process of knowledge acquisition as they are exchange ideas or opin-
ions in discussions, and information seeking with their peers. Knowledge acquired 
from these processes is shared among peers, not owned by one learner[2]. The Inter-
net has opened another possibility to expand collaborative learning space outside of 
classroom by enabling electronic distance learning. Computer and the Internet play an 
important role in mediating interaction among participants in the process of meaning 
making through a joint activity as stated by Koschmann in his definition of Computer 
Supported Collaborative Learning (CSCL)[3]. The high usage of social media nowa-
days also impacts the way of online collaboration conducted, as study showed posi-
tive effect of collaborative learning through social media[4]. 

2.2 Question Generation and Quality Refinement 

Posing or generating questions by students promotes a higher level of thinking to 
students as they tried to pose questions in which the answer can be found in the learn-
ing material[5]. Several studies on student-generated questions exist. One of the stud-
ies is PeerWise[6], a tool that allows students to create multiple-choice questions 
(MCQs) and answer those created by their peers. Using this tool, students were asked 
to focus on the learning outcomes by creating questions that align with these out-
comes. By creating questions, the students could improve their understanding by writ-
ing an explanation of the answer to their question. When posing questions, students 
allocated their attention and cognition to generate meaning by finding any important 
information in the learning material and connecting the information with their 
knowledge (active processing), which results in increased comprehension[7].  

Related to the collaborative learning, previous study comparing between guided 
peer-questioning groups and discussion groups showed that students questioning 
asked more critical thinking questions, gave more explanations, and demonstrated 
higher achievement than students from discussion groups which in the end enhanced 
the interaction between peer in the classroom[8]. 

One problem related to the question posing activity by the students is that the ques-
tions posed by student were in low-level quality[1] which are sign of low cognitive 
level. To increase the quality of student’s posed questions, refinement activity can be 
utilized. Several studies exist related to the question refinement. Yu et al.[9] stated 
that by scaffolding in form of comments or feedbacks were perceived as not only 
helping the question-authors to refine their work, but also helped students to detect 
and correct incomplete ideas or misconceptions and improve their questions. Another 
method for refinement by Yeckehzaare et al.[10] are using students collaborative 
strategy in which the students can modify each other’s questions and claim ownership 
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of the modified question by adding justification to why the previous question needed 
to be refined. 

2.3 Question Quality Taxonomy 

Table 1. Question Rubric Level for Measuring Student Generated Question 

Level Name
1 Factual Information.

In this level, questions are simple in form and request a simple answer, such as a single fact. 
Example of this level of question are: What is the name of the United States Capital? What is the 
largest lake in the world?

2 Simple Description.
In this level, questions are request general information that de-notes a link between concepts. The 
question can be simple, yet the answer may contain multiple facts and generalizations. 

3 Complex Explanation.
In this level, Questions request for an elaborated explanation about a specific aspect of concept 
with accompanying evidence.

4 Pattern of Relationships.
In this level, questions display science knowledge coherently expressed to probe the interrelation-
ship of concepts, they are a request for principled understanding with evidence for complex inter-
actions among multiple concepts and possibly across concepts.

Several taxonomies have been constructed to categorize the quality of student gener-
ated questions. Question taxonomy from Gallagher & Aschner[11] divided question 
into four types : 1) Memory questions, focus on identifying, naming, defining, des-
ignating, and responding with yes or no; 2) Convergent thinking questions, focus on 
explaining, stating relationships, comparing, and contrasting. 3) Divergent thinking 
questions, focus on predicting, hypothesizing, inferring, and reconstructing. and 4) 
Evaluative thinking questions, focus on valuing, defending, judging, and justifying 
choices. The Question Rubric Level from Guthrie and Taboada[12] comprises of four 
levels of question quality as can be seen on Table 1.

Another well-known taxonomy of question is the Revised Bloom’s Taxonomy[2] 
which divided into two parts, Low Order Thinking and High Order Thinking. In this 
study our proposed method uses the Question Rubric Level. Compared to the Bloom’s 
taxonomy which previous study showed that some students had difficulty to work 
with[5], and the original authors of this taxonomy developed it as a rubric to describe 
students' growth and to guide instruction for making high quality questions. Based on 
our pilot study, most of our participants do not have difficulty in understanding our 
guidance explanation on how to create high quality questions based the question tax-
onomy with the Question Rubric and they can transferred what they have learned in 
improving their peers question. 

3 Online Collaborative Question Refinement Method Design 

In this section we will describe in detail about our online collaborative question re-
finement method and the tools which we are using in our evaluation study. 
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Fig. 1. Our proposed online collaborative question refinement stages adapted from the idea 
refinement stages 

3.1 Refinement Strategy 

Fig. 2. Example of question refinement flow taken from our pilot study. Here the original ques-
tion poser generate question on level 2 question. The other student then refined the question to 
the level 3 question and after the question was given to the original poser, she can improved 
again her question to the level 4. 

Our method in question refinement strategy is based on idea refinement method by 
Perteneder[13]. We defined three stages of question generation and refinement for 
this study. The first step is the gathering stage where in our study, the students will be 
given a guidance and training on how to create high quality questions and improve 
existing questions into higher level. The second stage is the generation stage where 
students create questions as many as they can in limited time based on the learning 
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content in the video they have watched earlier.  The third stage is the refinement stage 
where students actively refining other students’ questions and refining their own ques-
tions after they got the improvement feedback from the others (see Fig. 1). We break-
down refinement activity into several sub-activity: refining others question and refin-
ing own questions as can be seen on Fig. 2.

Fig. 3. A) Video conferencing system will be used for our online collaborative question re-
finement working space, B) Online board to create and refine questions using our Question 
Posing & Refinement form with three boxes. 

3.2 Collaborative Refinement Tools 

We designed our collaborative question refinement activity to be conducted in full 
online setting without any need for physical interaction, so all the interactions be-
tween participants and instructors will be online. For this, an online communication 
tools such as video conferencing and a shared working space that replicates papers are 
needed to generate and refine question in free format while the students are not in the 
same place. To achieve this, we use off-the-shelf tools which available freely in the 
Internet to support the online collaboration. For the synchronous video conference 
system in this study, we choose Zoom as it is fairly easy to use and provide decent 
video and audio quality (see Fig. 3A). Another reason we choose Zoom is because it 
also provides a collaboration tools such as screensharing and chat box.  

As a place for writing and refining questions, we choose The Web Whiteboard Ap-
plication or AWW App which is an online browser-based board tools to write text and 
draw object. In the online board we created Question Posing & Refinement form for 
students to write their questions into. Our form consists of three boxes, the box num-
ber 1 will be used to pose the original question. The box number 2 will be used as a 
place for question refinement based on the question in the box number 1 from another 
student. The box number 3 will be used as place for question refinement by the origi-
nal question poser after they saw the refinement from other students (see Fig. 3B). 
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4 Initial Study 

To investigate the effective form of collaborative online question generation and re-
finement, we planned to conduct a user study using between-subject design with three 
conditions that compare the effect between collaborative (two student and three stu-
dent) and individual activities on the question refinement quality. The conditions are:  

Individual Question Refinement. Participants will create and then refine their own 
question alone. We add refinement step in this group so we can observe differences 
between refining individually without any feedback from other people and refining 
after seeing other’s question refinement in collaborative treatment.  

Pair-student Question Refinement. Two participants will create questions and then 
refining each other’s questions, and then refining their own question after being re-
fined by their partner.  

Triad-student Question Refinement. Three participants will create questions and then 
refining their first partner’s questions, refining their second partner’s questions, and 
refining their own question after being refined by their peers. 

We have conducted small pilots with 18 participants divided into 6 individual 
groups, 3 pair groups, and 2 triad groups using our proposed method. Based on the 
pilots, participants were able to refine other student questions into higher quality in 
the refinement stages. As we can see on the example in Fig. 2, particularly in first 
refinement stage, other student was able to improve the original question in level 2 to 
level 3. We allow students in our pilots to create questions with or without answer, 
and our pilot participant here created the original question with an answer. The an-
swer she provided in the original question then became clue for another student to 
refine the question into higher level. 

5 Conclusion

In this study, we proposed fully online collaborative learning for question generation 
and refinement using off-the-shelf online tools. Our study aims to investigate how 
students can learn collaboratively but asynchronously by sequential activities of creat-
ing and refining questions on a learning material. From a small pilot study, we got the 
prospect that students can increase the quality of their questions based on Question 
Rubric Level. 
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Abstract. Although the stress check registration has been introduced in Japan as 
a measure to employee mental disorders in companies, there are few employees 
who wish to have an interview with an industrial physician even if they receive a 
high stress judgment. Thus, promotion of self-care is required at the same time. 
The authors developed the digital content from the SAT counseling method, a 
VR self-guided mental health care system that used the content, and found its 
stress reduction effect. Then, we developed a chatbot system on a smartphone 
that used the content, and also found its stress reduction effect. In this study, we 
conducted a two-week longitudinal study of the chatbot system, and found pro-
motion effect for continuous use as well as the stress reduction effect. 

Keywords: SAT counseling method, chatbot, mental healthcare. 

1 Introduction 

It is obligatory to conduct stress checks for business establishments with 50 or more
employees in Japan. However, the number of employees who actually want to have an
interview with an industrial physician is limited even if they are judged to be highly
stressed [1]. Therefore, the Ministry of Health, Labor and Welfare also pro- mote self-
care. The authors have so far developed a self-guided mental health care system based
on the SAT counseling method [2] with VR, and found that it had brought the stress
reduction effect [3] [4]. However, at present, VR devices are not so popular and practical
that they are used by company employees in-house. There also remains a motivation
issue to encourage continuous use of the system, as the effect is fixed by the frequent
stimulation of repeatedly watched images in the SAT method [5]. 

To address these issues, a self-guided mental healthcare system with a chatbot on
smartphones, which users use easily and on a daily basis, was developed. Even if the
user does not actively participate, he / she can use it more easily by following the guid-
ance of the chatbot. In the previous study [6], we found that one time use of the chatbot
system brought higher stress reduction effect and user's willingness to use compared to
the non-chatbot system. 
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In this study, we conducted a two-week comparative survey between the chatbot sys-
tem (the CB course) and a system composed of web pages without a chatbot (the WEB 
course) to investigate the chatbot effect through the period by evaluating both the con-
tinuity with the access histories and the stress reduction effect with the psychological 
scales.

2 Related work 

2.1 Use of smartphones for mental healthcare 

With the increasing demand for self-guided mental healthcare, research is being con-
ducted on information systems that allow existing psychotherapies to be carried out on 
their own. Cognitive behavioral therapy is one of the most popular psychotherapies. 
Researches have been conducted to use this therapy as a complementary tool for treat-
ment and counseling [7] or as a self-guided tool by making its digital content. Some 
have been commercialized as smartphone applications [8]. The cognitive bias adjust-
ment method [9], which aims at alleviating a specific bias exhibited by a person with 
depression or strong anxiety in the process of thinking, is also being digitized [10]. 
“Mood Mint” [11], a commercial smartphone app that uses this method, increases the 
awareness of positive information by repeating the training of quickly tapping on the 
screen of smiling faces that are mixed with multiple negative face images, and reduces 
the degree of attention to events with negative cognition. However, since the stress re-
duction effect is not felt with each use, giving point incentives as in the token economy
[12] is used to encourage continued use.

Mindfulness using meditation techniques is also actively studied and used in psycho-
logical practice [13]. Research and development for digital content is also proceeding
[14], and the smartphone application “Headspace” [15] is commercially available. This
app provides programs for each purpose such as coping with anxiety and coping with 
depression, and assists in the progress of meditation. It is necessary to listen to and carry
out the audio lecture of 10 minutes 10 to 30 times in one program, which requires high
motivation for the user.

2.2 Use of smartphones for mental healthcare 

A chatbot is a program that automatically conduct conversations through text or voice,
which have evolved since the development of ELIZA [16] in 1966. The development
environment of a chatbot was opened on social networking service platforms such as
Facebook [17] and LINE [18] in 2016, and it became possible to provide a chatbot as
their message functions. A chatbot have been developed to support interpersonal skills
as a training component of a depression treatment program [19]. Chatbots specializing
in reducing and coping with stress problems are also being studied. Gaffney et al. have
developed a chatbot-based self-help program MYLO based on Perceptual Control The-
ory. As a result of comparing the effectiveness of MLYO with ELIZA, MYLO and
ELIZA were associated with relief of pain, depression, anxiety and stress. MYLO led
to greater problem solving and was considered more effective [20].  
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continuously received the self-help content based on cognitive-behavioral therapy via 
chatbot and as a result showed that anxiety improved significantly [21]. However, in the 
case of Woebot, programmed answers and scenarios are intended for use by people with 
a strong depression tendency, and the users are assumed to have a certain level of moti-
vation.

In this study, we assume users with various mental health issues and levels of moti-
vation. Therefore, we have developed a self-guided mental healthcare system which can  
be easily applied to various issues, bring an immediate stress reduction effect, and does  
not require user’s higher motivation to use. 

3 Digital content of the SAT method 

3.1 SAT method

The SAT method is counseling therapy method in the form of an interview developed  
by Munakata, and is composed of multiple techniques [2]. There are temperamental  
coaching method and health coaching method to clarify the clients’ problems and char-
acteristics and motivate them, and SAT image therapy for solving stress problems,  
which consists of emotional stabilization therapy and behavior modification therapy.  
The self-guided mental healthcare app has been developed adopting the emotional sta-
bilization therapy. 

The emotional stabilization therapy is a technique that can be used to alleviate and  
solve daily stress problems such as current stress problems, past problems, and relief of 
physical symptoms, and can be carried out by self if trained. First, the client recalls a  
stress scene, and the disliked image prompts the perception of a feeling of discomfort 
caused by the reaction of the body such as the stomach tingling. In response to  this 
discomfort, the counselor presents a list of landscape images printed on a paper that 
make us imagine the gentle light (Fig. 1), let the client select one, remind of the image 
that the discomfort part is wrapped and healed by the light, resulting discomfort reduc-
tion (optical image method) [5]. In addition, the image of the smile is selected by the 
client, and the image is reminded of the sense of security and safety that the person in  
the image is on the client's side and protected. Then, by promoting awareness of the 
client's own commitments, captivity, and beliefs about the problems that cause stress,  
worries, moods, pains, and the image of what one should be, release them, enhance  self-
affirmation, and solve problems (surrogate face representation method [5]). 

Fig. 1. Printed image list used in SAT method 
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3.2 Digital-SAT method

In the emotional stabilization therapy, the process that the counselor asks questions and  
the client responds is repeated. The counselor leads the operation by calling out or ask-
ing the eyes to be closed as needed from the dialogue with the client, facial expressions,  
and body movements during the operation. We have developed the Digital- SAT method 
as a method that allows this therapy to be self-guided using a Head Mounted Display  
(HMD) or a smartphone without the guidance of a counselor [3][6] [22]. 

The structure and procedure of the Digital-SAT method were defined as follows:
(1) know your own mental state (Assessment part), (2) reduce stress (Solution part), and
(3) (depending on the personal mental characteristics clarified in (1) and (2)) learn to
improve mental resistance (Learning part). The parts other than the learning part are the
targets of this research.

In the assessment part, the user's stress state and characteristics are measured, and the  
psychological check test used in SAT method (Table 1) is carried out for the purpose of  
clarifying the changes and effects before and after using the application, and the results  
are browsed by the user. 

Table 1. Psychological check test

Scale Contents Total score range 
(SAT method criterion) 

State-trait anxiety 
inventory (STAI) 

The tendency to become anxious, not state anxiety that varies over 
time, but a vague degree of anxiety that reflects an individual’s past 
experience. [23] 

20-80(20-31 lower/32- 
34mid/35-41higher/42-80
much higher) 

Self-rating depres-
sion (SDS) 

The depressive symptoms in mood, appetite, and sleep. [24][25] 20-80(20-35 none/ 36-48 
lower/49-68 higher/ 69-80 
painful) 

Self-esteem 

The degree to which a person has a good or positive image for self.  
Higher self-esteem is more likely to be able to cope with stress and 
less likely to cause anxiety or depression. 
[26] 

0-10(0-6 lower/7,8
mid/9,10 higher) 

Emotional support 
network from fam-
ily 

The degree of perception that seems to be supported emotionally and 
psychologically from the family. 

0-10(0-5lower/6-7mid/8- 
10higher) 

Emotional support 
network from peers 

The degree of perception that seems to be supported emotionally and 
psychologically from outside the family (e.g., colleagues, friends, su-
periors, etc.) 

0-10(0-5lower/6-7mid/8- 
10higher) 

Health counseling 
needs

Whether or not the response to stress manifested in the mind, body, 
or behavior, and to the extent. 

0-20(0-6 lower/7-10
mid/11-20 higher) 

Self-repression 
behavioral trait 

The behavioral characteristics that suppress one’s own feelings and 
thoughts. 

0-20(0-6 lower/7-10 
average/11-14 slightly 
higher/ 15-20higher) 
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In the Digital-SAT method, the process is advanced by turning the page on the screen, 
so individual steps of emotional stabilization therapy are disassembled, and each expla-
nation is simplified to form the solution part (Table 2). First, by recalling the stress 
he/she is currently having (Q1) and by converting an unpleasant image into   a color or 
shape (Q3, Q4), the perception of physical discomfort is promoted (Q5), and the stress 
level is clarified by imagining it as a number (Q6). 
Next, the physical discomfort is relieved with a light image (Q7), and a substitute facial 
representation image is used to foster a sense of security and safety (Q8), and a decrease 
in stress level is confirmed (Q9). If he/she can have an image of a positive personality 
(Q.10), he/she will be encouraged to recognize that his/her perception of stress problems 
will differ (Q11, Q12). Finally, confirm how much the stress problem has become felt 
and end (Q13). 

Table 2 Processes of digital-SAT method 

No. Question item
Q1 What are you feeling stressed right now? Think of it 
Q2 How much stress is it? (5-point Likert scale) 
Q3 What color is the stress? 
Q4 If you compare that color to a shape? 
Q5 Where do you feel discomfort in your body? 
Q6 What is your current stress level? (Answer from 0% to 100%) 
Q7 What light seems to heal this discomfort? 
Q8 Please choose the comfortable face that came into your eyes. 
Q9 How do you feel with this companion? Will you be healed? 

Q10 What kind of personality are you likely to have when the stress disappears? 

Problem solving 
behavioral trait 

The behavior that seeks to respond positively, effectively, and realis-
tically to immediate challenges and issues. 

0-20(0-6lower/7-10slightly 
lower/ 11-14slightly 
higher/15-20higher) 

Emotional Interper-
sonal dependency 
inventory 

The degree of emotional dependence and expectancy for others. 0-15(0-3lower/4 slightly 
lower/5-8 slightly high-
er/9-15higher) 

Difficulty in recog-
nizing emotions 

The tendency to avoid feeling of one’s own feelings, either subjec-
tively or involuntarily. Higher scores tend to accumulate stress and 
become chronic with physical symptoms even if they are not aware of 
them. 

0-20(0-5lower/6- 
8higher/9-20 much higher) 

Self-pity 
The degree to which they are sympathetic with their own treatment 
and decide not to abandon themselves alone. 

0-20(0-5 lower/ 6-8slightly 
higher/ 9-20higher) 

Self-dissociation 
The degree to which a person dissociates from oneself who is trou-
bled by a serious problem and is calmly observing oneself. 

0-20(0-3 lower/ 4-7 
Slightly higher/ 8-
20 higher) 

Self-denial 
A lack of interest or motivation in trying to heighten oneself, such as 
being happy. Higher scores tend to give up and feel guilty. 

0-20(0-2 lower/3-4 mid/5- 
20 higher) 

PTSS (Post- 
traumatic stress 
syndrome) 

Having experienced or observed serious crises of oneself or others 
and tends to flashback to tension and fear of releasing noradrenaline 
when encountered in certain circumstances. 

0-10(0-1 lower/ 2-3mid/ 4- 
10 higher) 
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3.3 Implementation of CB course 

We implemented a chatbot application as the LINE application, the most popular social
networking service (SNS) in Japan. In this study, as the functions of the assessment part, 
"Mental meter" (measurement of characteristic anxiety scale) and "My data" (radar chart
display of results of the check test and the mental meter) were added (Fig. 4) to the 
conventional "check test" (Fig. 3). In addition, "My Golden Rule" (repeated browsing
of the optical image and surrogate face representation image selected in Quick Care) 
was added to the conventional "Quick are" as the function of the solution part, and
"Login" was added as a common function. Each function is accessed from the top menu
on LINE (Fig. 5). 

The user selects and registers a “friend account” dedicated to the chatbot application 
on LINE. Each menu can be used by the user selection, or can be used by selecting a
link in the automatic delivery message such as "How are you today?" from the chatbot
that guides each menu (Fig. 5). The check test is answered on the screen in Fig. 3. When
he/she selects "quick care", which is the main stress care program, the questions in Table
2 are presented in order, and the process proceeds while answering the questions and
selecting images (Fig. 6). 

Q11 How do you deal with stress with this personality? 
Q12 Does that work? 
Q13 How much stress did you feel? 

Fig. 3. The screen of check test 

Fig. 5. Top menu Fig. 6. The screen of viewing light image

Fig. 4. The result of check test 

Check test Mental Meter 

Quick Care 

Login 

My Golden Rule 

My Data 
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4 Study of the chatbot system 

We evaluated the number of access to the system and the stress reduction effect by using 
the system by a longitudinal study for 2 weeks, and examined the effectiveness of using  
the chatbot in the self-guided mental healthcare system. As a control group, we used a  
WEB course that was created using only web pages without using a chat- bot. In order 
to control the experimental conditions, both groups used smartphones to use the system.  
This research was approved by the Ethics Review Committee of the authors’ institution  
(No. 30-105). 

4.1 Study method

We conducted a study to 30 participants, who were graduate students and working peo-
ple selected by the snowball sampling. The participants were randomly assigned into  
two groups of an experimental group that experienced the CB course and a control group  
that experienced the WEB course (experimental group: N=21, control group: N=9). The  
WEB course was implemented so that the question / selection scene and the image  
browsing scene proceeded in the same way as the CB course. The difference from the  
CB course was that the layout of the initial screen (Fig. 7) and the quick care function  
was in the form of answering the displayed questions (Fig. 8) instead of in an interactive  
form with the chatbot. 

The procedure was shown on Table 3. On the first day, participants were asked to  
gather in a meeting room for each group and an orientation was conducted. From the  
second day, although we told the participants that the course should be experienced at  
least once a day, but we left it up to them to decide whether or not they actually continue  
to use the course. Every psychological check test was mandatory. From the day after the  
start of the study, participants were informed daily via a chatbot in the experimental  
group and by email in the control group to encourage system use (table 4).

a

 

Fig. 7. Top menu of the 
WEB course 

Fig. 8. The screen of viewing light 
image for the WEB course 

Check Test 

Quick Care 

My Data 

Mental Meter 

My Golden Rule 

-55-



erage number of accesses for all participants was calculated for each function, and the 
Mann-Whitney U test was performed on the difference between the experimental group
and the control group (5% level).  

Table 3. Procedure

Procedure 

Table 4. Notification content 

The stress reduction effect was evaluated using the score change of the psychological
check test consisting of 165 questions in 14 categories used in the SAT method. For the
results of the check test, Friedman's test (5% level) was performed on the score change
of the first day before and after each course use, and 7 days and 14 days after the start 
of the study. As a post hoc test, Wilcoxon’s signed rank test with Bonferroni correction
(5% level) was performed. IBM SPSS Statics ver.25 was used for statistical processing
in this study. 

No. Notification Content
1 Hello! I look forward to working with you. How are you feeling today? 

2 Today, let's take care of things that should be solved by the Check Test. (From the Check Test 
question) 

3 When you meet a person who feels stress, or when you feel nervous, take Quick Care, or if you 
don't have time, just look at My Golden Rule. 

4 Welcome. Today, let's check the state of stress with Mental Meter. 
5 Hello! How are you today? 

6 Welcome. Let's eliminate what may be causing stress today. Please select from below (From 
the Check Test question) 

7 Welcome. How are you today? 
8 Check your stress condition with Mental Meter. 

9 One more thing. Let's eliminate the cause of stress. Please select from below (From the Check 
Test question) 

Day1 Orientation 

1. Overview description (5 min.)
2. Consent form (2 min.) 
3. Logging in to the app 
4. Psychological check test (10 min.) 
5. Principle and how-to use the course (30 min.)
6. Course experience (10 min.) 
7. Psychological check test (10 min.) 
8. Personal feedback of the test result (5 min.) 

Day2-Day13 Conduct CB course 
Chatbot notification (Weekdays) 

Conduct WEB course 
Email notification (Weekdays) 

Day14 Psychological check test 

Group Experimental Group Control Group
# of participants 21 9

Group overview Conduct CB course at least once a day 
Chatbot notification 

Conduct WEB course at least once a day 
Email notification 
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in the experimental group and 3.00 in the control group, showing a significant 
difference (p = 0.004). The number of accesses to the mental meter was 10.76 in the 
experimental group and 1.44 in the control group, showing a significant difference 
(p= 0.000). The number of accesses to the My Data was 11.05 in the experimental 
group and 3.44 in the control group, showing a significant difference (p = 0.006). In 
the entire assessment part, the experimental group accessed 26.95 times, whereas the 
control group 7.89 times, showing a significant difference (p =0.000).

Table 5. Number of accesses

Mann-Whitney’s U test:    * p<0.05 

In the solution part, the number of access to quick care was 9.43 in the experimental 
group and 4.89 in the control group, showing a significant difference (p=0.010). In the
My Golden Rule, the number of accesses in the experimental group was 6.19 on aver-
age, while that in the control group was 3.00. Although the average number of accesses 
in the experimental group was higher than that in the control group, no significant dif-
ference was found (p=0.121). In the solution part as a whole, a significant difference
was found between the groups, 15.62 times in the experimental group and 7.89 times in
the control group (p=0.014). Finally, the total number of accesses was 42.57 in the ex-
perimental group and 15.78 in the control group, showing a significant difference
(p=0.000). 

Then, Fig. 9 shows the average number of daily accesses to the system, where ac-
cesses to multiple pages was counted as one access to the system. Both the experimental
group and the control group decreased sharply after the second day, but the experimental
group continued to average more than once, while the control group continued to fall
below the average of 1.0 overall, the experimental group had a higher average daily
access count than the control group. 

Fig. 9. Change in average number of accesses per day 

Average # of Access 

Experimental Control p 

Total 42.57 15.78 0.000*
Assessment part subtotal 26.95 7.89 0.000*

Check Test 
Mental Meter 

My Data 

5.14 
10.76 
11.05 

3.00 
1.44 
3.44 

0.004* 
0.000* 
0.006* 

Solution part subtotal 
Quick Care 

My Golden Rule 

15.62 
9.43 
6.19 

7.89 
4.89 
3.00 

0.014* 
0.010* 
0.121 
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Changes in the psychological check test scores. Fig. 10, Fig. 11, Fig. 12 and Fig. 13 
show the score time series transitions which have significant changes through the study
period. In the experimental group, there were significant changes on the score of the
self-trait anxiety inventory (STAI), the self-rating depression (SDS), the self- esteem
and the emotional support network from peers. In the control group, there were no sig-
nificant changes on the score of any scales. 

Fig 10. STAI score time series Fig. 11. SDS score time transition 

Fig. 12. Self-esteem score time series transition Fig 13. Emotional support network from pees score 

4.4 Discussion

From the changes in the scores of the psychological check test, significant improve-
ments were found on the scales of the self-esteem, the STAI, the SDS, and the emotional
support network from peers. According to the interpretation of the SAT method, the
changes in these scales are as follows. Improving the sense of self-esteem means that
one's self-image is positively grasped, the expectation that he/ she can overcome the
difficulty is increased, anxiety and depression are reduced, and stress is reduced. In ad-
dition, the emotional support network from peers is a scale that measures the degree that
he/ she feels there is a person who evaluates and understands him/ her in his/ her peers.
The improvement of the score means that self-esteem is increased and the stress state of
mind and body is reduced. It can be evaluated that the changes in the scale scores this
time was also qualitatively valid. On the other hand, there was no significant difference
in the WEB course in any of the scales. 

Regarding the number of accesses, it was confirmed that the CB course had a signi
icantly higher number of accesses. The average daily accesses also showed the dif
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ences between the CB course to continue the access at least once a day approximately
and the control group less than once a day. In the previous survey [6], we found the 
possibility that the CB course more motivated users to continue use than WEB course,
and this study also showed the results to support the possibility.

Based on the above discussion, it is suggested that the chat bot guidance of the mental
healthcare process and notification brought more accesses to the system and stress re-
ductions as a result. In addition, it is very interested in the significant improvement on
the emotional support network from peers score. This suggests that dialogues asking or
responding to questions from a chatbot may have provided a sense of support from oth-
ers, and triggered to raise the self-esteem, and then brought an effect on the stress re-
duction as mentioned above. As stated at the beginning, it was desirable to continue to 
use the course in self-care, as well as the SAT method, which ensures that the effect is
established by repeated frequent stimulation. The user’s motivation of continuous use
was a challenge. In this study, it is found that the use of chatbot could be effective in 
solving this issue. 

5 Conclusion 

In this study, we compared the self-guided mental healthcare system using a chatbot,
which course was developed according to the Digital SAT method, and the system with-
out a chatbot for two weeks of continuous use. The stress reduction effect and the degree
of continuous use were evaluated. This study shows that the use of a chatbot may be an
effective means for solving the issue of how to motivate continuous use, which has been
presented in our previous study. 
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Extended Abstract

Verification and validation (V&V) assessment [17] plays an important role in a variety 
of applications, in particular, in safety critical ones. In our previous work, we employed 
it in the context of visual analytics [3] and biomechanics [4], with a focus on its relia-
bility. In this contribution, we consider BRCA (tumor supressor genes) related cancer 
and BRCA1/2 mutation probability prediction tools [1, 26] as a case study. Having 
introduced the audience to the topic of reliable V&V assessment, we point out existing 
standards as well as quality criteria and metrics for V&V of genetic counseling and 
clinical molecular testing [20] with a special emphasis on risk assessment, sense mak-
ing and decision making under various forms of uncertainty.  

In the context of our case study, reliability of test interpretations and counseling 
conclusions is especially important since they have a direct influence on humans and 
their decisions. Although most kinds of breast, ovarian, prostate, and pancreatic cancers 
are sporadic, a minority are caused by germline mutations in breast cancer susceptibility 
BRCA1/2 genes. These mutations reduce their tumor-suppressor qualities essential for 
the repair of DNA double-strand breaks by homologous recombination (HR). However, 
the HR pathway for DNA repair is disrupted by pathogenic mutations not only in 
BRCA1/2, but also in other involved genes [27]. This and other factors mentioned be-
low are responsible for the high degree of uncertainty present in genetic counseling and 
testing. 

Claus tables [10], BRCAPRO [12], BOADICEA [9], and Penn II risk model [25] are 
four important mathematical models for computing the probability of breast or ovarian 
cancer based on Mendelian genetics and the Bayes theorem [5]. Typical genetic coun-
seling tools used for identifying candidates for whom genetic testing is necessary are 
the family history assessment tool FHAT [15], the referral screening tool RST [6], the 
Manchester scoring system (MSS) [12] (validated in [19]), and the family history (FH) 
screen FHS-7 [2]. Influential studies which aim at validating various approaches for 
predicting BRCA1/2 mutations are the following. In [24], Parmigiani et al. quantify the 
accuracy of seven publicly available models (including BRCAPRO, Penn II and 
FHAT) employing them for 3342 persons to predict the status of a mutation carrier. 
The study is based on three population-specific sample groups of participants from re-
search and eight samples from genetic counseling clinics. As validation criteria, it relies 
on sensitivity and specificity of predictions as well as on how well a model discrimi-
nates between individuals testing positive for a BRCA 1/2 mutation and those testing 
negative using statistical methods as a metric. 
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 In [18], James et al. apply six models to 257 FH. In [23], Panchal et al. evaluate the 
performances of seven currently used risk models (again including BRCAPRO, Penn 
II and FHAT as well as MSS and BOADICEA) with 300 patients from a large familial 
program relying as criteria on high sensitivity of predictions, possibility of simple data 
collection and entry, and availability of BRCA score reporting. Quite recently, Himes 
[16] assesses five currently widespread screening tools for genetics referral, namely,
FHS-7, Pedigree Assessment Tool [28], MSS, RST, and Ontario Family History As-
sessment Tool (Ontario-FHAT) [15]. Based on ancestries of 85 women, metrics for the
criteria of sensitivity, specificity, positive and negative predictive value are calculated
to describe each tool's ability to identify patients with high/increased risk as defined by
Claus tables. Finally, the meta-study in [22] reviews 103 medical studies and 110 re-
search articles (with 92712 individual patients) to assess them w.r.t. research questions
regarding methodology, scientific rigor, study parameters, relevance, quality criteria
and metrics, performance, accuracy, limitations as well as adverse effects and benefits
for the patients.

From these studies and meta-studies, it is evident that there is significant uncertainty 
both in data and in the processes/models. Aside from the usual, in this case less im-
portant, sources of uncertainty due to the used numerical methods and the modeling 
error, the major uncertainty factors in this context are the age of cancer onset in a pa-
tient's relative, degree of kinship of the patient and the affected as well as number of 
instances and kinds of cancer in the family tree. 

To evaluate and compare the genetic counseling and probability prediction tools for 
BRCA1/2 mutation, we take a critical look at recent meta-studies and evidence reports. 
To take into account uncertainty in patient data in combination with the advantages of 
established models and to ensure validation, we present a new multi-criteria categorical 
counseling test. It combines the binary decision structure [29] of RST with the features 
of FHAT and MSS and uses an accumulated interval risk function. We propose to use 
interval scores and lower limits for probabilities of pathogenic variants since crisp 
scores do not reflect the available information correctly. Formerly, the result of the test 
combined the presence of different constellations of cancers in the family history; now, 
a referral vector U with components storing decisions in the form of an interval score 
and the corresponding probability where possible is produced to assign participants to 
low, moderate and high risk categories. Our validation for the scores is based on prev-
alence and frequency of mutations in BRCA1/2 correlated with various combinations 
of personal and family histories of cancer given by tables reported in [14]. In this way, 
patients can be assigned a risk category characterizing the likelihood of a BRCA1/2 
mutation [7] more accurately.  

To summarize, it is our opinion that requirements for genetic risk evaluation in the 
counseling and testing process of individuals and families affected by breast and ovar-
ian cancer caused by pathogenic mutations should address the following key points:  
1. Each involved discipline should recognize the need for standardized evaluation and

V&V of processes and their models as well as for fusion of conclusions from their
outcome. For this, appropriate quality criteria and their metrics as well as standard-
ized procedures need to be used.

2. The collected heterogeneous data should be standardized with a focus on the test
participants' numbers, origin and age. Additionally, the data should be assessed and
if necessary completed to make the application of the specified quality criteria and
metrics possible. Although the number of subjects in the studies has increased con-
siderably over the years, so has the number of examined parameters, which the test
results strongly depend on, with the additional data coming from women of varying
socioeconomic and ethnic groups.
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     Currently, comparability and calibration in meta-studies is not always possible in a 
satisfactory manner due to the heterogeneity and varying availability and quality of 
the data, tests and conducted studies. Aside from Nelson [21, 22], most cited meta-
studies are based on a relatively small samples that are not representative of the age 
groups, regions of origin and type of pathologies as described in the ClinGen [11] 
clinical validity framework.  

3. Uncertainty in the data should be represented by suitable data types and propagated
through the models and processes. Only after that can the results be judiciously eval-
uated according to standardized criteria and the recommendations of the experts fea-
sibly merged into proposals for risk management strategies that are understandable
and not harmful for the patients [26]. Finally, effects of these strategies need to be
assessed for subsequent referral and tests to be adapted accordingly.
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Presentation Slides 

1 Overview 

• Introduction
• Verification & validation assessment for process outcome
• V&V of clinical molecular genetic tests
• Meta-study and evidence report
• Risk assessment, genetic counseling and testing for BRCA-related cancer
• BRCA1/2 mutation probability tools: Claus Tables, BRCAPRO  and Penn II
• From BRCA1/2 mutation probability to scoring systems
• Genetic counseling tools – comparison and mergers
• A categorical counseling test – the extended referral screening tool (ERST)
• Conclusions and further work
This talk deals with the verification and validation assessment of genetic tests and the 
accurate prediction of the probability of a BRCA1/2 mutation. Models for counseling 
patients based on the family history are described, with which help a secure risk assess-
ment can be carried out, quality parameters and their measures introduced and the per-
formance of the widely used tests compared in meta-studies. For this purpose, a new 
categorical test using binary interval decision trees (BDT) and variants is presented. It 
derives various risk classes from a person’s family history and compares them with the 
cumulative and annual risks of breast and ovarian cancers for carriers and non-carriers 
of pathogenic BRCA1/2 mutations. 
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2 Verification & Validation Assessment for Process Outcome 

Complex real world processes use/produce huge, heterogeneous data and incorporate 
such various components as users; models, algorithms, implementations; outcome an-
alytics, knowledge creation, risk assessment, and decision making. To obtain reliable 
results for any component or for the whole process, it is necessary to: 

Define assessment goals and apply a verification and validation (V&V) assessment 
to improve reliability. 
Implement a comprehensive quality management system to fulfill the requirements 
for internationally recognized standards. 
Introduce quality criteria depending on the task: accuracy, performance, efficiency, 
safety, usability… 
Develop measurements/metrics to establish the similarity degree (whether ground 
truth requirements are fulfilled for specific intended use). 
Assess (fused) data from different sources associated to variables and parameters 
including epistemic and aleatoric uncertainty appearing due to a lack of infor-
mation/ knowledge, variability or ambiguity in visual perception and speech. 
Detect imperfections in the system design, process modeling and implementation 
using a validation cycle that highlights various sources of inaccurate and poorly 
calibrated risk predictions.   

A Scheme for a Verification & Validation Approach to Assess an Envi-
ronment from its Modeling to its Outcome Analysis Stage 
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3 V&V of Clinical Molecular Genetic Tests [20]  

Definitions of Terms and Types of Tests 

P/NPV: Positive/Negative Prediction Value  TP/TN/FP/FN: True/False Positive/Negative
PPV = TP/(TP+FP)  NPV = TN/(TN+FN) 
Sensitivity = TP/(TP+FN)   Specificity = TN/(TN+FP)   Accuracy = (TP +TN)/Total 
Positive likelihood ratio = sensitivity /(1-specificity): Chance of having the disease if the test 
is positive Negative likelihood ratio = specificity /(1  - sensitivity) 
ROC: Receiver-Operator Curve – A plot of true positive rate/sensitivity (y) vs. false positive 
rate for a range of test results (cdf of detection vs. false alarm probability). Describes predica-
tive performance of models as an ascending curve.  
AUC: Area Under Curve (i.e. ROC)  – Demarcates between individuals at high and at low risk; 
AUC=0.5 means a test is not conclusive. 

Types of Tests
(Outcome) Example Quality Criteria Validation

Quantitative 
(Numerical 
value) 

Claus tables 
(Probability of 
BRCA mutation) 

Accuracy; 
Precision 

Performance; 
Repeatability 

Specifications; 
Metrics 

Categorical 
(A number out of 
a range) 

Frank tables 
(Groups of patients) 

Truth of the 
result 

Efficiency 
Selectivity 

Model and 
risk evaluation 

Qualitative 
(Binary or n-ary) 

Counseling genetic 
testing(Yes/No) 

Sensitivity; 
Specificity; 
Accuracy 

Group selection 
Consistency 
Limitations 

Uncertainty 
modeling; 
ROC  

Existing test or technology
Performance specification

available

Test development and assessment of utility [technical and diagnostic]
Characterize critical parameters, appropriate measurements, selectivity, interferences, carry-over

Technical verification

Define performance specification:  
Accuracy, limitations, controls

Implementation

Requirement for a new test

Comparison with existing 
performance specification

Ongoing validation, comparison with performance, 
specification, audit; possible estimates for inaccurate 
risk assessment, inappropriate or incomplete testing, 

misinterpretation of test results, 
ethical, legal, and social implications 

fails to meet the   speci ed requirements

fails to meet the speci ed requirements

Novel test or technology
No suitable performance specification

available

V&V assessment depends on the availability of a suitable performance speci cation

Conceptual verification
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4     BRCA-Related Cancer: Risk Assessment, Genetic Counseling and Testing 

BRCA1/2 mutations occur in 1 in 300–500 individuals in the general population 
and account for 5%–10% of breast and 15% of ovarian cancer.  
Specific BRCA1/2 mutations, known as founder mutations, are clustered among 
certain ethnic groups, for example, Ashkenazi Jews. 
Breast cancer risk increases to 45%–65% by age 70 years for persons having path-
ogenic mutations in either the BRCA1 or the BRCA2 gene; ovarian, fallopian tube, 
or peritoneal cancer risk increases to 39% for mutations in BRCA1 and 10%–17% 
in BRCA2.  
Population-based, case-control studies conducted by an authority are used to pro-
vide age-specific risk estimates of breast cancer for women with a family history 
of breast cancer. 
Data repositories include a number of patients with histologically confirmed breast 
cancer by age categories and control subjects matched to patients by geographic 
region and age intervals.  
A typical data set also includes family histories of breast cancer in first and second 
degree relatives of both patients and control subjects. 
Genetic counseling involves identifying and advising individuals at risk for inher-
ited cancer susceptibility and is recommended before and after BRCA1/2 mutation 
testing. 
Conclusion and Relevance: “Among women without recently diagnosed 
BRCA1/2-related cancer, the benefits and harms of risk assessment, genetic coun-
seling, and genetic testing to reduce cancer incidence and mortality have not been 
directly evaluated by current research.” (cf. Nelson, H. D. et al. [22, p. 666]) 

5   A Meta-study and Evidence Report: Questions and Answers [21, 22] 

1. In women with unknown BRCA1/2 mutation status, does risk assessment, genetic
counseling, and genetic testing result in reduced incidence of BRCA1/2-related cancer
and cause-specific and all-cause mortality?  (Covered in 0 articles)
2a) What is the accuracy and optimal ages/intervals of family risk assessment for
BRCA1/2 related cancer performed by non-specialists in genetics in a clinical setting?
(14)
2b) What are benefits of pretest genetic counseling in determining eligibility for genetic
testing for BRCA1/2-related cancer? (30)
2c) What are optimal testing approaches to determine the presence of pathogenic
BRCA1/2 mutations in women at increased risk for BRCA1/2 related cancer? (1)
2d) What are post-test counseling approaches to interpret results and eligibility for in-
terventions to reduce risks for BRCA1/2 related cancer? (0)
3. What are adverse effects for the risk assessment (0), pretest genetic counseling (30),
genetic testing (22), post-test counseling (0) for BRCA1/2-related cancer?
4. Do interventions reduce the incidence and mortality in women at increased risk?  (15) 
5. What are adverse effects of interventions to reduce risk for BRCA1/2-related cancer?
(28)
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Type, scope, data sources, main outcomes, measures and results of the studies con-
sidered in [22] (overall of 103 studies with 110 articles and n = 92 712 probands)  

14 studies (n = 43 813) showed that 8 considered risk assessment tools guided 
referrals to genetic counseling with moderate to high accuracy (AUC under ROC: 
0.68-0.96).  
28 studies (n = 8 060) showed that genetic counseling reduced breast cancer 
worry, anxiety, and depression; increased understanding of risk; decreased inten-
tion for testing;  
20 studies (n = 4 322) showed that breast cancer worry and anxiety were higher 
after testing for women with positive results and lower for others; understanding 
of risk was higher after testing; 
In 8 randomized clinical trials (n = 54 651), tamoxifen (RR relative risk 0.69 
[95%CI, 0.59-0.84]; 4 trials), raloxifene (RR 0.44 [95%CI, 0.24-0.80]; 2 trials), 
and aromatase inhibitors (RR 0.45 [95%CI, 0.26-0.70]; 2 trials) were associated 
with lower risks of invasive breast cancer compared with placebo; mastectomy 
was associated with 90% to 100% reduction in breast cancer incidence; 
(6 studies; n = 2 546) and 81% to 100% reduction in breast cancer mortality (1 
study; n = 639); oophorectomy was associated with 69% to 100% reduction in 
ovarian cancer (2 studies; n = 2 108); complications were common with mastec-
tomy.  

Our Observations 

Until now, approaches to validation of BRCA1/2 studies’ results were focused on 
aleatory uncertainty only; epistemic uncertainty was considered indirectly through 
comparisons with other studies and meta-studies.  
Since different studies use different criteria for test persons, ages or degrees of 
kinship that often cannot be mapped to each other, it is necessary to work with sets 
while comparing such approaches as, for example, FHAT and MSS. 
Our suggested approach ERST uses interval arithmetic in combinations with deci-
sion trees to compute interval bounds for risk scores (rs) given by counseling tools 
and BRCA1/2 mutation probabilities (mp) taking care of missing or uncertain in-
formation. 
This approach can become problematic if the risk is overestimated since this can 
impair patients in their decision process so that strategies with no or minimal over-
estimation are necessary. 
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6 BRCA1/2 Mutation Probability Models/Tools
C
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The following risk probability tables are provided in [10]:  

Predicted cumulative probability of breast cancer for a woman who has 
 … one first/second-degree relative    … two first-degree relatives 

   … mother and maternal/paternal aunt 
affected with breast cancer, by age of onset of the affected relative. 
 Predicted cumulative probability of breast cancer for a woman who has 

… one maternal and one paternal second-degree relative 
 … two second-degree relatives (both maternal or both paternal) 

affected with breast cancer, by age of onset of the affected relatives. 
Mutations in BRCA1/2 correlated with age of diagnosis, personal and family 
history of cancer in (non)-Ashkenazi individuals are found in [14] 
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Based on Mendelian genetics and Bayes’ theorem, this mathematical model pro-
vides the probability for a woman with a family history of breast and/or ovarian 
cancer to carry a mutation of BRCA1. The model takes into account 

Relationships of all affected and unaffected 1st and 2nd degree relatives; 
Current ages at diagnosis; 
BRCA1 mutation frequencies in the general population; 
Age-specific incidence rates of breast and ovarian cancers in carriers and 
non-carriers of mutations. 

Pe
nn

 II
 [2

5]
 

This empirical risk model for individuals and families is validated using families 
with multiple cases of breast and/or ovarian cancer.  

Suppose that a family pedigree had two or more individuals affected with 
either breast and/or ovarian cancer; one of them must be a 1st, 2nd or 3rd de-
gree relative of the other; 
The model provides a prior probability for individual and family of BRCA1 
or BRCA2 pathogenic variant; https://pennmodel2.pmacs.upenn.edu/penn2/ 

7   From BRCA1/2 Mutation Probability to Scoring Systems (FHAT) 
Family History Assessment Tool (FHAT) was developed by Gilpin et al. [15]: 

184 model patients with breast or ovarian cancer (BC/OC) ready for BRCA1/2 testing 
answered a questionnaire on BC; OC; bilateral BC; BC and OC in the same person; 
male BC; colon and prostate cancer in proband’s (PR) ancestors 1st, 2nd, and 3rd degree 
relatives; birth year and history of cancer, age of diagnosis. Individual scores (1-10) are 
combined; the final score 10 indicates referral (doubling the lifetime risk for BC, 
22%). 

Diagnosis – The proband has the role of a child in 
FH (criteria from [14])  

Modeled mutation  
probability in BRCA1 
(left) and BRCA2 (right) 

FHAT 

Any Relative with BC (ARBC) < 50y  10.1  14.5  4-10
Any Relative with OC (AROC) 22.9 12.5 5-13
ARBC<50y and the proband with BC (PrBC) < 40y 28.2  11.6  11-19
PrBC < 40y and ARBC < 50y and AROC 50.9   7.9 16-32
(Pr Bilateral BC or OC) and ARBC<50y and AROC 65.0   5.7 15-35
(Pr Bilat BC<40y or OC) and ARBC<50y and AROC  86.7   2.2 19-35
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8    Genetic Counseling Tools – Comparison and Mergers 

Example: A family where the mother (m) was diagnosed with breast cancer at age 46 
years and a maternal aunt (a) was diagnosed with ovarian cancer at age 54 years. 
Description: (BC  50y) (BC m 46y: first degree relative/all degree relative 40-49y) 
and OC (OC a 54y second degree relative 40-60y/all degree relative < 60y). 
Recommendation: All mergers recommend screening with FHAT score 6+7=13 and 
MSS score 3+8=11 for BRCA1 and 3+5=8 for BRCA2 if BRCA1 is tested. (22% is 
a conceptual limit for recommending tests). 

FHAT m MSS m  FHAT a MSS a 
[6,10] [3,6] [5,9]  [5,8] 

Score in example 6 3 7 BRCA1 8/ BRCA2 5 
Min cut 6 5
Max cut   6 8
Mean value 4.5 7.5
Mean value BRCA2 4.5 6 

For RST, two or more checks are needed in the table with the following entries:  
2 BC 50y on the same side of the family; BC  50y; OC; male breast cancer; Ashkenazi 
Jewish ancestry. Since BC<=50 and OC age onset information is not fully used in RST, 
the interval should include the worst case when FHAT and MSS are applied 
Probabilities for genetic mutations are given by Penn II and Frank tables; Frank ta-
bles are more pessimistic. 
Penn II: Individual(left) and family (right) mutation prediction result  
Risk of BRCA1 Mutation  10 [4] %  20 [8] %    ([Non-]Ashkenazi Jewish in FH)        
Risk of BRCA2 Mutation    5 [3] %    9 [5] % 
Frank (2002) [14]: 65/211 (30.8%) [58/354 (16.4%)] (prevalence of mutations in 
BRCA1 and BRCA2 correlated with personal and family history of cancer in 2 233 [4 
716] [Non]-Ashkenazi individuals)

2nd, 3rd /2nd

degree
relative (dr)

Breast
Bilateral/multifocal
Male

2  
+3
+2

p4 s3 1/1
x2
5/5 5/8 

3/0
3/0

Ovarian 3 m7 s4 5/5 
BRC1
tested

B&O 5 m10 s7 

Colon
Prostate

Pancreas

+1
+1
+0/1  <60y

+1 If breast, ovarian, colon or
+1 if prostate cancer and < 50y
Only the lineage providing the
highest score was counted

0
0/1
0/1
0/1

20-29y    6
30-39y     4
40-49y 2

+

<40y  6
40-60y 4  

>60y   2  

+

Ontario Family History Assessment Tool 
FHAT Gilpin et al. [15]

5/4 < 30y 
3   30-39y 

2  40-49y 
1 50-59y

Manchester Scoring System MSS 
2004 [12]

./.: BRCA1/2

1st dr: mother (m), 
parent (p), sibling (s)

2nd dr: grandparent, 
grandchild, aunt, ….

Scoring:
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9    Multi-Criteria Binary Decision Trees–Categorical RST (ERST) [29] 

X denotes an input data vector, U a 
decision/referral vector with indi-
ces built from a sequence of 0/1 
(no/ yes) decisions from root to 
leaf. (t) refers to the set of interval 
valued features used by the BDT 
applied to node t, (t) denotes the 
decision rule as function of the fea-
tures/conditions with values {0,1} 
and accumulated interval risk func-
tion AF(t,.). The risk function can 
be comprised of the scores (rs) or 
cumulative probabilities (mp) If the 
decision rules of an inner node are 
replaced or completed [29], AF(t,.) 
needs to be adapted accordingly. 

The resulting vector U=(u0, …. un-1) has components ua  storing decisions in the form (interval 
rs, (mp)%) where the index a is the decimal representation of the binary decision path to the leaf, 
read from left to right. 

10   ERST: Merging RST decision rules with FHAT/MSS risk assess-
ments and BRCA1/2 mutation probabilities   
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11   Conclusions and Further Work 

To summarize, it is our opinion that requirements for genetic risk evaluation in the 
counseling and testing process of individuals and families affected by breast and ovar-
ian cancer caused by pathogenic mutations should address the following key points:  

Each involved discipline should recognize the need for standardized evaluation and 
V&V of processes and their models as well as for fusion of conclusions from their 
outcome. For this, appropriate quality criteria and their metrics as well as stand-
ardized procedures need to be used.  
The collected heterogeneous data should be standardized with a focus on the test 
participants' numbers, origin and age. Additionally, the data should be assessed and 
if necessary completed to make the application of the specified quality criteria and 
metrics possible. Although the number of subjects in the studies has in-creased 
considerably over the years, so has the number of examined parameters, which the 
test results strongly depend on, with the additional data coming from women of 
varying socioeconomic and ethnic groups. Currently, comparability and calibration 
in meta-studies is not always possible in a satisfactory manner due to the hetero-
geneity and varying availability and quality of the data, tests and conducted studies. 
Aside from Nelson [21, 22], most cited meta-studies are based on a relatively small 
samples that are not representative of the age groups, regions of origin and type of 
pathologies as described in the ClinGen [11] clinical validity framework.  
(Bounded) uncertainty in the data should be represented by suitable data types and 
propagated through the models and processes. Only after that the results can be 
judiciously evaluated according to standardized criteria and the recommendations 
of the experts feasibly merged into proposals for risk management strategies that 
are understandable and not harmful for the patients [26].  
Unfortunately, no articles were included in Nelson’s meta-studies that dealt with 
the consequences of risk assessment and post-test counseling. Young women with 
BRCA1/2 mutations and their families face conflictive healthcare decisions regard-
ing family formation and risk management. They must decide whether and when 
to prioritize risk reducing interventions or to pursue family formation goals. Pesh-
kin [26] addresses these questions and gives an up-to-date overview on genetic 
testing and management of individuals at risk of hereditary breast and ovarian can-
cer syndromes documented with 115 references highlighting the state of the art. 
Finally, effects of the above mentioned strategies need to be assessed and, subse-
quently, referral and tests adapted accordingly. 
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Explaining and visualizing recurrent neural
network decisions
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Abstract. Neural Networks can approximate any complex function, so
they work very well in many disciplines such as computer vision, natural
language processing, etc. Despite their performance, it is unclear, how
neural networks incorporate with input features and make decisions. In
this work an attempt was made to shed light on the work of neural
networks or, in other words, to visualize their work. The study recruited
a recurrent neural network, which tries to predict the probability of death
for a given clinical data of the patient in the resuscitation department.
In this paper we adapted two methods developed for image recognition
and natural language processing for neural networks based on clinical
data and visualize the work of these networks.

Keywords: Recurrent neural networks · Gradient based visualization ·
Layer wise relevance propagation · MIMIC-III · Clinical Time Series

1 Visualization methods

To explain and understand the decision-making process of neural networks, we
will consider two types of visualization techniques, gradient based visualization
and layer-wise relevance propagation.

Gradient based visualization. This technique computes a class saliency map (M),
specific to a given input features (I0) and class (Sc). This achieves by computing
the gradient of the class score (Sc) with respect to the inputs (I). Signal is
back propagated from output layers to each intermediate layer and finally to the
original input features [2, 3, 5].

M � |∇I(Sc)|I0 | (1)

Layer-wise relevance propagation. Layer-wise Relevance Propagation (LRP) [4]
operates by propagating the prediction score (f(x)) backward in the network,
using a set of purposely designed propagation rules. It defines relevance score

(R
(l)
d ) for each neuron in net and propagation rules which must satisfy conser-

vation low according to which the relevance score is preserved by back passing
from one layer to another.

f(x) = ... =
∑
d

R
(l+1)
d =

∑
d

R
(l)
d = ... =

∑
d

R
(1)
d (2)
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In contrast to feed-forward nets, visualization of recurrent neural nets (RNN)
needs specific propagation rules which will allow to handle multiplicative con-
nections as they arise in recurrent network architectures such as LSTMs and
GRUs. We refer to the [6] in which all propagation rules are described.

2 Visualized model

Work [1] addresses four key tasks based on MIMIC-III data [7]. However, in
this article we will focus on only one problem: in-hospital mortality (predict-
ing mortality probability in resuscitation department). The following is a brief
description of Channel-wise LSTM, on which the visualization methods were ap-
plied. Unlike standard LSTM, which works directly with sequential input data,
Channel-wise LSTM independently process different group axes of input data
with bidirectional LSTMs, then all Bi-LSTM outputs are concatenated together
and fed to another LSTM network as input.

3 Visualization results

Consider the patient clinical measurements for which the network made the
correct prediction (see Fig. 1) (True Positive - the patient actually died). Cor-
responding heatmpas are depicted in Fig. 2 and Fig. 3.

In both illustrations, great attention was placed on descriptions such as Glas-
cow coma scale eye opening, Glascow coma scale motor response, Glascow coma
scale total, Glascow coma scale verbal response (see black rectangle) which char-
acterize the state of human consciousness and directly related to mortality. In
the last few hours, the above-mentioned descriptions have changed dramatically
(see black rectangle), based on which the Channel-wise LSTM network was able
to make the right decision.

Fig. 1. Visualization of input features. The horizontal axis describes the time: from 0 
to 47. Each row represents some health condition measurements which are indicated 
on the left.

In contrast to the gradient visualization, which mainly looks at the measure-
ments of the last hours (see black and red rectangles), the visualization obtained
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Fig. 2. Gradient-based visualization.

Fig. 3. LRP visualization.

by LRP draws attention to both the initial and final measurements of the above-
mentioned descriptions (see black and pink rectangles) which may be caused to 
fact that gradient has much stronger signal in last timestamps rather than in first 
ones.
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Abstract. Retail store managers need to measure the effect of promotions have 
in terms of the number of people visiting a store and sales in order to make deci-
sions for an efficient use of resources. The state or the art approach to this prob-
lem is the authors propose to measure the effects of a promotion is to develop a 
predictor for the number of people entering the store, in conditions of absence of 
any promotion campaigns and then compare the output against actual data and 
measure the difference. This approach shows some drawbacks because stores 
have permanently some kind of promotion running, which makes the training of 
a model with the required data almost impossible. This work proposes to use a 
different methodology to the one mentioned above which is based on first iden-
tifying periods of time with abnormal behavior and then examining back to check 
the promotions being applied during that time. For this purpose, we first devel-
oped an accurate predictor and then we compute a function which will compare 
the difference of the predicted value with the real value, against the same indica-
tor but for the whole set of retail stores which are considered to be of the same 
market type. This work presents the results obtained and examples of how can 
this be used to compare a store behavior compared to the rest of the market in 
order to search for singularities.  

1 Introduction 

Measuring the effect of promotions in terms of the number of people visiting a store 
and/or the increase in the number and final amount of sales is an important task in the 
retail management activity. Managers need to know that information in order to make 
decisions about the kind of promotion to apply to make efficient use of resources. This 
use not only concerns the actual cost of applying a promotion but also the previous 
needed preparations with goods and sales force. Consequently, this problem has been 
studied extensively in the market literature by many authors in the past, as early as the 
80’s [1] and nowadays [2], [3], [4].  

In one of the most recent publications on the subject [5], the authors propose to 
measure the effects of a promotion on a certain store on the number of people visiting 
that store by the following method; first, they propose to develop an accurate predictor 
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for the foot traffic, i.e., the number of people entering the store, in conditions of absence 
of any promotion campaign and then compare the output against real data for the num-
ber of people who entered the store for the period of time when the promotion was held. 

However, stores present an increasing trend to have permanently some kind of pro-
motion running on any season. In fact, already in 2003 Steenkamp et al. [6] report that 
24% of all purchases in Dutch supermarkets take place under some form of promotional 
support. Comparable numbers are observed in the United Kingdom and Spain, while in 
the United States, this number approaches 40%. This makes the previous approach dif-
ficult to apply or almost impracticable, because there is no data available on the number 
of people entering a store under a condition of absence of any promotion. Additionally, 
some promotions are targeted not to increase the number of people visiting the store 
but to increase the amount each person buys, or the number of articles each person buys 
(e.g., get 2 for the price of 1).  Moreover, there might be actions taken by other entities, 
from which the store in question might have little information, which may also influ-
ence the number of people entering the store.  This makes impossible to develop a 
model which can be trained with the required data, in order to compare the output to 
the actual numbers. 

This work proposes to use a different methodology to the one mentioned above 
which is based on first identifying periods of time with abnormal behavior in the num-
ber of people entering the store (called foot traffic), the percentage of people actually 
buying (called conversion) and the mean total value for each purchase (called mean 
ticket value) and then examining back to check the promotions being applied during 
that time. For this purpose, we first developed an accurate predictor for the foot traffic, 
the conversion rate and the ticket value, and then applying a function which will com-
pare the difference of the predicted value with the real value, against the same indicator 
but for the whole set of retail stores which are considered to be of the same market type. 

2 Available Data and Data Embedding 

The data for the number of people entering stores is obtained using cameras which are 
placed at the entrances of retail stores. The camera registers the number of customers’ 
entrances and exits every hour in a relational database using a single table. Each entry 
is associated with a timestamp and a unique ID-number of the store. Additionally, we 
added to this table the data for the number of sales and the amount of all sales for a 
certain hour which are easily obtained from the records of the checkout machines of the 
store.  

The algorithm used to make the predictions solves a regression problem, i.e., it tries 
to predict a continuous value (in this case, these are the number of entries, number of 
tickets and total amount of sales) from an input vector. This algorithm is a supervised 
learning model based on a modified version of the theory of evidence also called the 
Dempster-Shafer theory [7]. 

When making a prediction of an input vector, the algorithm uses the information 
from the vectors that were previously provided to it, usually the training data set, as 
evidence. The algorithm uses a strategy of closest K-Neighbors, where the K vectors 
are obtained with the shortest distance at which you want to predict. Then, the similarity 
of the vector to be predicted with the neighboring K obtained through the use of a 
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weighted Euclidean distance is calculated; this is a distance in which each element of 
the vector has a weight that represents its importance in the similarity calculation. The 
obtained similarity value represents the probability that the input vector is one of the 
values in the evidence set. Finally, with this probability, an expected value of the input 
vector is calculated, giving a value for the prediction. In addition to this value, the 
model is capable of predicting a confidence interval for the prediction, i.e., an upper 
and a lower limit for the prediction. 

One of the advantages of this algorithm over other supervised training models is its 
interpretive power. Many algorithms being used in current state of the art are “black 
boxes” in which end users cannot obtain relevant information on how a prediction is 
made. Since this algorithm uses a K-Neighbors strategy and dimension weights for the 
calculation of similarity, we can easily obtain an explanation behind a prediction, which 
is valuable for further analysis. The used embedding considers the following character-
istics for a sample: 

Day of the month 
Time of the day 
Weekday 
Number of tickets in the time block one week before 
It is a holiday 
It is a special date 
It is the week before a special date 

In the case of the variables: Time of the day, Weekday, and Day of the month, cod-
ifying them as increasing numbers is not optimal because it does not reflect the cycle 
correctly. For example, if the day of the week Sunday is coded as 0 and Saturday is 
coded as 6, the distance (numerical) between these two days is too high, given the fact 
they are two contiguous days. To avoid this problem, it has been proposed to use cir-
cular codifications for these cyclical variables. This implies that we increase the dimen-
sionality of the vector as long as these days are at a distance equivalent to any other 
pair of contiguous days. 

To test the model performance, we propose to use five accuracy metrics for regres-
sion problems. The metrics we use as indicators for the precision of the predictions are: 

Mean Square Error (MSE): Average of the square of the distance between the 
predictions and the actual values 
Mean Absolute Error (MAE): Average of the absolute value of the difference 
between the prediction and the real values 
Determination coefficient (R2): Proportion of variance of the real values that 
is determined by the predicted values. It is related to the correlation between 
actual and predicted values. 
Relative Mean Error (ERM): Percentage of absolute error of the predictions 
with respect to the mean of the data. It corresponds to the Average Absolute 
Error divided into the mean of the data. Also, the relative precision is used as 
1 minus this value. 
Cumulative Percent Error (TSM): It corresponds to the sum of the predicted 
values in a prediction interval divided by the sum of the real values in the same 
period 
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For R2 and ERM metrics, a value of 1 or 100% corresponds to a perfect prediction. 
Concerning the rest of the indicators (MSE, MAE, and TSM): a value of 0 corresponds 
to a perfect prediction.  

The available data used for this work was supplied by a company which offers busi-
ness intelligence solutions to retail stores in Santiago, Chile, mainly located in large 
shopping malls. We got almost 4.5 years’ data for 27 stores starting from beginning of 
2016 until April 2020.   

3 Predictions 

The first prediction we made was the foot traffic per hour. Using the embedding de-
scribed above and a training data set which contained records from 3 years before the 
predicted time slot which spans from March 8th 2019 to May 8th 2019 (three months 
in total), we generated for each store the necessary data to produce graphs like the one 
shown in Figure 1.  

Fig. 1. Example of prediction result for a random store using 3 years of data for training compared 
with the actual numbers 

As we can see in figure 1, the predicted curve closely resembles reality. In a few 
cases the algorithm cannot fully predict some input peaks, but even so the precision 
metrics are quite good, obtaining a relative precision of 78% (being 100% the maxi-
mum) and a coefficient of determination of 0.76 (being 1.0 the maximum). In addition 
to this particular case, a massive test was carried out with 27 stores belonging to a 
shopping mall in the city of Santiago, Chile, in order to obtain values for the general 
trend of the prediction for a larger number of stores.  
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Table 1. Mean values for the metrics obtained for the prediction applied to the foot traffic (en-
trances in one hour) for a sample of 27 stores  

Indicator Mean Value

R2 0.55

Relative Precision 70.87% 

MSE 825.76 

MAE 17.52

TSM 12.97% 

From this table we can conclude that the model manages to predict the inputs with 
great precision so it can be used as a valid predictor of this variable. 

The next variable to predict is the number of sale tickets, i.e., the number of sale 
transactions made in a certain period of time regardless of the amount of each sale. In 
a first approach we also did this prediction for an hour’s time period. However, unlike 
the number of entries, there are many hours in which the number of tickets is 0, which 
artificially worsens the prediction since the model would seldom predict such a value, 
thus increasing the mean error considerably. We opted instead to group results for a 
one-day time slot.   

Figure 2 depicts the predicted and real values grouped by day for a random store, 
which obtains an R2 of 0.60 and a relative error of 73%. Table 2 shows the mean results 
of the metrics for 27 stores. 

Fig. 2. Example of a prediction for a random store of the number of tickets using one day intervals 
compared with the actual numbers. 
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Table 2. Mean values for the metrics obtained for the prediction applied to the number of tickets 
using one day intervals for a sample of 27 stores 

Indicator Mean Value

R2 0.4064

Relative Precision 59.42% 

MSE 12.98

MAE 2.577

TSM 7.00%

The last variable to predict corresponds to the amount of sales. This variable is de-
fined as the total amount of sales generated by all customers in a certain period of time. 
This variable is also measured for a whole day for the same reasons considered in the 
previous variable. Figure 3 shows a graph comparing the predicted number for the daily 
amount of sales compared with the actual number, obtaining an R2 of 0.23 and a rela-
tive precision of 69%.  Table 3 shows the average of the results of the indicators for the 
sample of 27 stores. 

Fig. 3. Example of a prediction for daily total amount sales for a random store compared with 
the actual numbers. 
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Table 3. Mean values for the metrics obtained for the prediction applied to the amount of sales 
using one day intervals for a sample of 27 stores 

Indicator Mean Value

R2 0.2945

Relative Precision 65.89% 

MSE 5.520

MAE 1.384

TSM 13.7%

From the analysis of these three prediction cases, we can see that the model performs 
better in the foot-traffic prediction which reaches the highest value of R2 and Relative 
Precision. For the case of the number of tickets and the amount of sales, both have a 
low error in the TSM metric which implies that analyzing the accumulated predictions 
(i.e. aggregating by a week) the error decreases and the prediction is more accurate. 

4 Identifying Singularities

As we said, our approach to measure the effects of promotions in the sales will be iden-
tifying periods of time with abnormal behavior in the number of people entering the 
store (called foot traffic), the percentage of people actually buying (called conversion) 
and the mean total value for each buy (called mean ticket value).  

In this document we explain our approach using the number of entries as example, 
but our proposal is to do the same with the number of sales and amount of sales per 
day. We do this computation for daily numbers of entries since promotions usually last 
for at least one whole day.  

Calling entersPred and entersReal to the number of predicted and actual entries 
per hour, we compute for each retail store j  and   which corresponds to the sum 
of entries from day i-w until day i for the store j, (w is the size of the window which 
should be set according to the length of the typical promotion in force). 

 ,   
After this, we compute the difference between the actual entries and the predicted 

ones, ( ),      
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Then, we define  as the mean value of all the differences computed 
for a set of stores for a single day i. The stores which are included in the set should be 
previously defined considering the stores that define the “market” against which we 
want to consider the behavior of a store. Typically, these are the stores that sell similar 
products, have a similar size, are in a same neighborhood, etc.  

 
Finally, we compute for each day i for a store j the difference between  and 

, being this the metric we use to measure if there is a deviation in the 
client’s behavior of this store against the market.  

   
Now we will analyze some examples of the application of this method in order to 

illustrate how this method helps to find singularities. 
Figure 4 depicts the  values for three stores for a period of time starting on 

February 21 and ending on March 25. The 0 line represents the behavior of the whole 
market (in this case, the behavior of the 27 stores for which we had data). Store A 
corresponds to a bookstore whose high performance can be explained by the start of the 
school year which in Chile takes place in March. However, on March 20 bookstores 
were closed due to the outbreak of the coronavirus pandemia. B corresponds to a shoe-
store, which shows a similar behavior to the market (close to baseline 0), but was not 
closed on March 20, so its performance increased compare to the rest of the market. 
Finally store C sells bedroom items, mostly bedding accessories like linen, cushions, 
etc. Its behavior during the summer season is lower than the market and falls sharply at 
the beginning of the closings of shopping centers. 

Fig. 4. Example of values of  for three stores. 
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Figure 5 exemplifies another analysis which can be performed with this method. In 
this graph we add two lines, one above the zero line and another below, at a distance of 
the standard deviation of the market. Here the blue line represents the difference be-
tween the performances of the stores of that chain against the whole market. It shows 
that the performance was quite similar. However, when we compare the performance 
of the stores of that chain against the performance of only the rest of the shown stores 
(yellow line) we see that the store had a lower behavior compared to its competitors 
regarding the number of people who visited the stores. 

Fig. 5. Comparing the behavior of all stores belonging to a certain shoestore chain against the 
whole market (blue line) and the same chain against the stores which sell shoes (yellow line). 

5 Conclusions

In this work we presented a novel approach to analyze the impact of promotions on the 
behavior of customers in retail stores regarding the number of people entering a store 
each hour, the number of daily sales and the total amount of sales in a day.  A previous 
proposed approach suggests to develop a prediction model based on past data and com-
pare the predicted number against the real ones, assuming that the model is trained with 
data generated on days without promotions. This approach is almost impossible to ap-
ply since stores usually apply promotions almost every day. So it is necessary to find 
another baseline to compare the predicted data to find instances of abnormal behavior. 
We propose to compare the differences of the predicted values and the real values for 
a whole market against the difference of the predicted and actual data of people of a 
store. For this purpose, we developed three predictors, one for the number of people 
entering a store, one for the number of sales and one for the daily total amount of sales. 
In order to train and test the model we used data of 27 stores in Santiago, Chile provided 
by a company which offers business intelligence services to retail stores. The predic-
tions performance was quite good according to various metrics. Finally, we presented 
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a formula to calculate deviations of the predicted values from the actual ones compared 
with the rest of the market and examples of graphs which can help to identify them. 
Large deviations may trigger alerts to managers.  
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Abstract. This paper presents an end-to-end approach for word representation 
learning which takes into account the morphology of the language. The system 
consists of three parts: semantic analysis of a sentence, morpheme extraction 
from each word, and word-vector learning. The novelty of our approach is the 
linguistically correct morphological word features and the end-to-end pipeline 
for learning word vectors. Our method achieves state of the art performance on 
morpheme segmentation, while outperforms most of the solutions for lemmati-
zation, part of speech (POS) tagging, and morphological feature extraction. Fi-
nally, we evaluate our approach on the obtained word embeddings and demon-
strate that linguistically correct word features can lead to better word representa-
tions especially for rare words.

Keywords:  Morphology · Word embeddings · Word vectors 

1 Introduction

Most of the modern NLP systems use word vectors as part of their pipelines for obtain-
ing accurate results in machine translation, semantic analysis, question answering, etc. 
Those word vectors are expected to have close representations for similar words. In 
some approaches, similarity refers to semantic similarity (e.g. running is close to jog-
ging, or sad is close to depressed, etc.). In other works, similarity should also represent 
the morphological aspect of the language (e.g., walking should be close to walked, sim-
ple should be close to simplistic, etc.). Current attempts to extract word embeddings 
like fastText [3] mostly rely on subword information instead of explicitly addressing 
the morphology. That works well under the assumption that there are only few vowel 
interchanges in the language and the language itself is not morphologically rich. For 
languages like Armenian, Russian, etc. it is vital to take into account the morphology 
of the language during the process as slight modifications in the words may lead to 
drastic changes in their meaning.

The attempt of addressing the morphology, however, has a lot of challenges as there 
are scarce resources for most of the languages: most of them lack good datasets for such 
training. In this paper, we present our attempt to improve word embedding learning for 
morphologically rich languages. Our experiments are mostly based on the Russian lan-
guage, but the pipeline can be applied to any other language if an appropriate dataset is 
provided.
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The codebase developed in the scope of this project is open sourced and available 
on GitHub 3  4  5  6. 

2    Related work

Traditional approaches to model word embeddings like word2vec [9] have been suc-
cessful in learning word representations for languages with large corpora. As these ap-
proaches capture the contextual information from large texts, they successfully estimate 
representations for frequent words but have difficulties with rare words, or the ones 
they have not seen before.

One way of overcoming this problem is the method of representing a word by its 
subwords like characters, substring, or morphemes. Approaches that try to estimate the 
morphology of the language like fastText [3] address the issue of rare words by taking 
into account the subword information. Instead of treating each word as a separate entity, 
the initial word is split into several continuous substrings called n-grams (where n rep-
resents the number of continuous characters; for the vanilla fastText they take all the 
3,4,5,6-grams of the input word), after which for every subword a vector representation 
is obtained, and then collected to represent the final word-embedding. In our work, we 
have used a slight modification of the fastText model to address the linguistically cor-
rect morphology of the language.

For morphologically rich languages it is important to capture the linguistically cor-
rect nuances of words while estimating their embeddings. There have been several ap-
proaches that address this issue; prop2vec [2], morph2vec [15]. The experiments for 
prop2vec were done on the Hebrew language with a focus on inflectional morphology 
rather than derivational as derivations (e.g. affected unaffected) often change the 
meaning of the word drastically [2]. A modification of fastText is used to capture the 
wordform, lemma, and morphological tags for each word and the training was done on 
the Hebrew UD corpus, which contains all the needed information. As the morphology 
of Hebrew is not concatenative, the experiments did not include morpheme segmenta-
tion of the word. Finally, the approach is tested on a new dataset for Hebrew semantic 
similarity [1] and show that this method outperforms the n-gram approach used in 
fastText. Morph2vec, on the other hand, uses unsupervised morpheme segmentation 
network and later minimizes the distance between combination of vectors for mor-
phemes and the final word vector from word2vec. They demonstrate significant im-
provement in semantic word similarity evaluation for the Turkish language.

As the morphology for languages like Russian or Armenian is concatenative unlike 
Hebrew, we have trained a neural network to do morphological word segmentation

3 https://github.com/MartinXPN/sentence2tags
4 https://github.com/MartinXPN/word2morph 
5 https://github.com/MartinXPN/morph2vec 
6 https://github.com/MartinXPN/word2morph2vec 
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using char-by-char classification. The initial work for the Russian language was done 
by [11] where they employed conditional random fields (CRF) to extract morphemes 
from the input word. [14] used convolutional neural networks and showed a significant 
improvement over the CRF approach. The experiments were done on the electronic 
version of the Tikhonov dictionary.

As word embeddings need to be obtained for any word, not only lemmas, we first 
need to extract the lemma from the wordform. We have obtained this information from 
the UD datasets and the models trained on their corpora like in prop2vec. We have used 
the COMBO architecture [12] which uses both convolutional and recurrent layers in its 
model to obtain lemmas, POS-tags, morphological features, and dependency graph for 
each word in the input sentence. Their approach achieved 3rd/4th places in the 2018 
CONLL-U competition.

3     Method

To learn word vectors we process the given text in three steps. First, we process sen-
tences to get lemmas, morphological-tags, and POS-tags for each word. Second, we 
pass the obtained lemma to a morphological analyzer which obtains the morphemes of 
the word; each lemma is split into several continuous subwords which are one of {root,
prefix, suffix, end, link}. And third, all the extracted features for the words are collected 
to be passed to a modification of the fastText algorithm.

3.1 sentence2tags: Extraction of lemmas and morph tags from a sentence

For the part of the system where we need to extract lemmas, morphological-tags, and 
POS-tags for each word, we’ve used one of the most popular systems for UD training 
called COMBO [12]. Our task is a subset of the things that are solved by the UD sys-
tems. So, we’ve tuned the system to be more specific for our problem.

Data Our experiments are based on the 2019 SynTagRus 7 UD dataset which contains
several thousands of human annotated sentences, having all the information we need;
lemma, morph-tags, POS-tag for each word.

Model We’ve used a slight modification of the COMBO [12] model which is publicly 
available on GitHub 8. The model is ranked 3rd/4th on the CoNLL 2018 competition 9
depending on the language. We’ve used only the features that are needed for our task 
by changing the loss weights for the outputs and selected only the final output layers 
for lemmatization, morphological tagging, and POS-tagging.

7 https://github.com/UniversalDependencies/UD_Russian-SynTagRus 
8 https://github.com/360er0/COMBO 
9 http://universaldependencies.org/conll18/
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Fig. 1. The schema of the COMBO model

The loss weights for lemmatization, POS-tagging, and morphological tagging were
set to 0.2, 0.2, and 0.8 respectively. The final loss of the model is the sum of these three 
losses. 

Results We have not changed the default parameters for training and experimented 
with providing fastText external embeddings and learning those automatically during 
the training. We have noticed a slightly better performance when the embeddings were 
learnt automatically.

3.2 word2morph: Extraction of morphemes from the lemma

After having the lemmas, POS-tags, and morphological features extracted for each 
word in the sentence we then attempt to further enrich the information by extracting 
morphemes from the lemmas.
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lemma pos feat
CoNLL’18 COMBO 97.60 98.36 96.32

Ours - embeddings
Ours - no embeddings

97.03
97.87

97.68
98.47

94.39
96.50

Table 1. Accuracy of several models on Russian UD dataset (ru_syntagrus)

Fig. 2.  Char-by-char classification example

Data We’ve used the data published by [14] available on GitHub 10. The dataset for the
Russian language consists of several thousands of lemma annotations with their morpho-
logical representations. There are 5 types of morphemes {ROOT, PREFIX, SUFFIX, 
END, LINK}. 

radioactivity    radio/act/iv/ity 
:ROOT/ :SUFF
:ROOT/ :SUFF/ :END

Table 2. Samples from the dataset

The data was initially split into train and test sets. We’ve further split it into a train, 
test, and validation sets by randomly dividing the train data into 20% and 80% sets 
validation and train correspondingly to be consistent with the data split used in [14].

The resulting dataset split was: 57k, 14k, 24k samples for training, validation, and 
test sets respectively.

One important thing to note here is that the data doesn’t contain transformations of 
characters from the source word to morpheme-segments, which opens space for char-
by-char classification.  

We treat the problem as a character-level classification problem where we need to 
guess a class for each character in a word. The model gets the word (list of characters) 
as an input and predicts a class for each character. Each symbol in the word can be part 
of {ROOT, PREFIX, SUFFIX, END, LINK} and also it can be at the {Begin, Middle, 
End, Single} of the segment. So, each character can belong to the cross product of these 
possibilities. For an example of such classification from [14] see Figure 2. 

10 https://github.com/AlexeySorokin/NeuralMorphemeSegmentation/tree/master/data
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Model We’ve experimented with both convolutional and recurrent (bidirectional GRU 
[4] [13]) networks and observed that both types show comparably similar results.
We’ve done an extensive hyperparameter search on both hyperparameters and the ar-
chitecture parameters with Bayesian tuning and Bandits [5].

Parameter Range Final choice
Learning rate [0.001, 0.01] 0.0016
Learning rate decay [0.01, 0.1] 0.0687
Batch size [4, 128] 52
Model type [CNN, RNN] RNN
Char-embed. size [4, 18] 13
Pre-output dense [16, 256] 217
Dropout [0, 0.6] 0.2319
Use CRF [yes, no] yes
CNN (each layer)
Layers [3, 4] 3
Kernel size [3, 7] 5,5,5
Filters [32, 384] 256,192,128
Dilations [1, 5] 1,1,1
RNN (each layer)
Layers [2, 3] 2
Recurrent units [16, 512] 438,427

Table 3. Hyperparameters for model selection

In CNNs, we apply dropout after every convolutional layer. In RNNs, we apply 
dropout after each BiGRU layer. The feature layers are then processed by a time-dis-
tributed fully connected layer which is the pre-output layer.

We use PReLU activation [6] for all the layers in our model. The weights are ini-
tialized with glorot-uniform. The batch size is also a hyperparameter and the training 
lasts for at most 100 epochs, while we prematurely stop if the word-level accuracy 
doesn’t improve for 10 epochs in a raw. We use Adam [8] optimizer with its default 
parameters, except the clipnorm which is set to 5.

The learning rate is updated at the end of every epoch and decreased exponentially. 
For each epoch the value of the learning rate can be obtained with:

lr  e epoch·decay

As the network outputs probabilities for each class for every character in the word, 
we post-process the probabilities to remove impossible combinations (i.e. two consec-
utive characters cannot be a start of a segment at the same time) and select the combi-
nation which maximizes the joint probability with a beam-search [16].
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Fig. 3. Sample RNN model architecture

Results We have compared our results with those of [14] and [11] and demonstrate that 
our model achieves state of the art results on morpheme segmentation from words. 
Word accuracy indicates how many words had a flawless morpheme segmentation on 
the test set. We do not report results on character-level features like accuracy and F1 
score as they are not comparable to the ones in other methods because they prepended 
start and end symbols to the words while we do not modify the inputs.

We have noticed that the CRF final layer plays a minor role in improving the final 
quality if the output probabilities are post-processed with a beam-search. While if no 
post-processing is done, using CRF improves the performance by almost 2% on word-
level accuracy.  

-level accuracy and outper-
forms the previous approaches.

every character in the word, so, to ensemble the models we have calculated the average 
of the 3 models’ output probabilities. The two CNN models have the same architecture 

3.3 morph2vec: Learning word-vectors from a subset of WLTMN features

The last peace in the pipeline is responsible for learning word-vectors from extracted 
features.
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Word accuracy
Ruokolainen 65.29
Ruokolainen, Harris features 68.19
Sorokin 86.42
Sorokin memo 86.42
Sorokin ensemble+memo 88.62
Our model 88.8
Ensemble 89.6

Table 4. Comparison with existing methods

For each word we use several features:

– W - wordform (original word)
– L - lemma (lemma from sentence2tags)
– T - morphological tags (including POS-tag)
– M - morphemes (extracted by word2morph)
– N - n-grams (the same as in fastText)

Data We’ve preprocessed the Russian Wikipedia and extracted the plain text from it. 
Next, tokenized it with SpaCy [7] and saved the raw tokenized text file which is avail-
able on GitHub 11. 

After the text-processing step, we pass the tokenized text to sentence2tags to extract 
lemmas, morphological tags, and POS-tags for each word. Which is followed by mor-
pheme segmentation of the extracted lemma for each lemma in the sentence. All of 
these features are then saved in the WLTMN format.

An example of a WLTMN formatted word:
w: l: t:Animacy=Inan t:Case=Gen t:Gender=Neut t:Number=Sing 
t:POS=NOUN m: :PREF m: :ROOT m: :SUFF m: :END n: n: n:
n: n: n: n: n: n: n: n: n: n: n:
n: n: n: n:

Model We use a modification of fastText [3] called prop2vec [2]. Instead of the vanilla 
fastText where the model splits the word into n-grams and extracts vectors for each n-
gram and then sums them up, we split the WLTMN-formatted word by some special 
character and use each feature as a separate subword. So instead of n-grams, we use 
special-character separated subwords.

We’ve trained fastText with the default parameters except for the minCount which 
indicates the minimum number of word occurrences to be included in the data. We set 
it to be 1 to include all the words in the corpus. The training corpus is the preprocessed 
Wikipedia corpus and the whole process lasts for about 4 hours on 16 core CPU.

Results We have evaluated the word embeddings on the human-judgement dataset pub-
lished by Russe Evaluation [10]. The dataset includes 398 word-pairs with their simi-
11 https://github.com/MartinXPN/morph2vec/releases/download/v0.2.0/ru-wiki-text.zip
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larity judged by several human annotators (word1, word2, sim). As the dataset included 
only lemmas, we have expanded it to be able to evaluate the vectors both semantically
and morphologically.

Having the Russian UD corpus, we have collected all the lemmas, wordforms, and 
their morphological tags. After that, given the (lemma1, lemma2, sim) from the original 
human-judgement dataset, we have added (wordform1, wordform2, sim) to the expanded 
dataset if the morphological tags of both lemmas match.

For each word-pair, we have only taken the first 10 possible expansions as most of
the words had 0 possible expansions, and some had about 50. After the expansion, the 
dataset consists of 1500 unique word pairs with their similarity.  

We have evaluated the models trained on the subset of WLTMN features by com-
putingtheSpearman’scorrelationbetweentheexpandedhuman-judgement similarity da-
taset and the cosine similarity of vectors predicted by the model.

To show how performance may vary from the number of times the word occurs in 
the dataset, we have evaluated the word embeddings on several data splits: most rare 
250, and all the word pairs. Where the word pairs are ordered by the rarest occurrence 
in the Russian wiki.

To show the robustness of the evaluation and the models, we have calculated the
mean and standard deviation obtained from bootstrapping for 10,000 times.

Features hj-rare 250 hj-all
M 0.513 +/- 0.050 0.586 +/- 0.017
N 0.445 +/- 0.057 0.602 +/- 0.017
TM 0.435 +/- 0.053 0.509 +/- 0.019
WLTM 0.535 +/- 0.048 0.586 +/- 0.017
WLTMN 0.515 +/- 0.052 0.576 +/- 0.017
WM 0.535 +/- 0.050 0.612 +/- 0.016
WN 0.495 +/- 0.052 0.623 +/- 0.016

Table 5. Mean and std obtained from bootstrapping the Spearman’s correlation between gold 
similarity and cosine distance of predicted vectors on 1500 word pairs 

One thing to note here is that WN is the equivalent of the vanilla fastText algorithm 
as it takes into account only the wordform and the n-grams.

The superior performance of WLTM model on rare words suggests that taking into
account linguistically correct features of the word rather than substring (n-grams) helps 
in modelling the word even when the model has not trained on it before. We suspect 
that using some other architecture for getting word embeddings instead of the modifi-
cation of the fastText algorithm may boost the performance especially for the models 
like TM (morphological tags + morphemes).

The TM model can represent all the WLTM combinations as the lemma can be 
represented by the concatenation of morphemes, the wordform by the combination of
lemma and the morphological tags, and the n-grams can be derived from the wordfrom
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itself. So, in future, a model with less explicit parameters may outperform a model 
which needs much more explicit content like WLTM.

The performance of WN (wordform + n-gram; fastText) on all the evaluation da-
taset may suggest that the hyperparameters and the architecture is tuned to be specifi-
cally suitable for the extraction of vectors from n-grams. So, a better investigation of 
other architectures and hyperparameters may improve the results.

4 Conclusion

We described an end-to-end system for obtaining word vectors for morphologically rich 
languages and demonstrated the performance of every piece of the system. It is worth 
noting that this system is especially useful for low-resource languages as it is able to 
capture the meaning of rare words only from having information on their morphological 
and syntactical features.
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Abstract. Contextualized word embeddings like BERT enabled signifi-
cant advances in many natural language processing tasks. Recently, mul-
tilingual versions of such embeddings were trained on large text corpora
of more than 100 languages. In this paper we investigate how well such
embeddings perform in zero-shot cross lingual transfer for an event ex-
traction task. In particular, we analyze the impact of the alignment of
contextualized word embeddings using a parallel corpus on the perfor-
mance of the downstream task.

Keywords: Multilingual contextual embeddings · Zero-shot transfer ·
Event extraction.

1 Introduction

Many recent advances in natural language processing were made possible due
to the progress made in unsupervised language modeling [5, 7]. By training a
language model on a huge amount of unstructured text and fine-tuning the
model on labelled data of the downstream task it was possible to achieve state-
of-the-art results on several natural language understanding tasks. However, the
vast majority of works focus only on data-rich languages such as English, while
low-resource languages with scarce labeled datasets are yet to see significant
benefits from unsupervised pretraining.

Recently, a multilingual version of BERT [2], one of the most popular lan-
guage models, was released under the name mBERT. It was trained on the
concatenation of 104 language versions of Wikipedia. The hope is that if the
embeddings of similar sentences in various languages are close in the shared
space, then a classifier trained on sentences of one language will generalize to
sentences in another language. This setup is known as zero-shot cross-lingual
transfer, as no labeled sentences from the target language are involved in the
training process.

mBERT showed surprisingly good cross-lingual transfer performance by ob-
taining state-of-the-art results on Cross-Lingual Natural Language Inference
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(XNLI [1]) task. [6] suggested that the representation spaces learned in mBERT
are different for each language, as the network has to encode the language in
order to predict the masked word in the same language. Further analysis showed
that it is possible to find translation pairs in the mBERT space with high accu-
racy by adding the difference of the average embeddings from two languages. The
effectiveness of multilingual representations from mBERT for the cross-lingual
setup in event trigger extraction task was analyzed in [4].

In this work we attempt to analyze whether bringing the representations of
similar sentences in two languages even closer to each other can improve the
zero-shot cross-lingual transfer for one particular NLP task, event extraction.
Following terminology from [3], we call this process “alignment” of sentence
representations in two languages. We leverage an external parallel corpus to
perform the alignment.

2 Experimental Setup

The event trigger extraction is an information extraction task that requires to
find the “triggers” - the words in the sentence that show an event. For example, in
the sentence “The toughest fight, though, may lie ahead in the heart of the Iraqi
capital.” the word “fight” is a trigger word for an event of type Conflict.Attack.
This example comes from the ACE’05 dataset [8], which contains labelled event
extraction data in three languages (English, Arabic and Chinese) with a fixed
set of 33 event types. In this work, we consider only zero-shot transfer task, that
is, our models are only trained on the English version of ACE’05 training data.
Arabic and Chinese parts are used only for evaluation.

For simplicity, we investigate multi-class multi-label sentence-level classifica-
tion setup: instead of finding the exact trigger words we attempt to predict the
set of all trigger types available in the sentence. For more detailed analysis, we
also translate both training and test sets of the English sentences into Arabic
and German using Google Translate.

Inspired by [6], we attempt to map mBERT embeddings into a shared space
such that similar sentences in various languages end up in similar locations in
the space. We obtain a representation of a sentence by aggregating mBERT em-
beddings of its tokens using a simple attention-based mechanism. We perform
the mapping using a single linear layer on top of the sentence representations.
We use a multi-task training setup. For each batch, we optimize either the down-
stream task Lee (standard cross-entropy loss), or the alignment loss between two
languages Lalign. Alignment loss is implemented as a triplet loss with semi-hard
negative mining. For alignment, we used English-German and English-Arabic
parallel data from OPUS 4.

We trained two types of models. First, we froze mBERT layers and only
trained the pooler, mapper and the classifier. In this setup we used Adam opti-
mizer with a learning rate 10−4, with batch size 16. In the second set of experi-
ments we also fine-tuned the whole mBERT model. For this setup we used batch

4 http://opus.nlpl.eu/

-98-



size 4, AdamW optimizer with a weight decay rate 0.01 along with a slanted tri-
angular learning rate schedule. We performed hyperparameter search over the
relative weight of the two terms in the loss function and the margin parameter
in the triplet loss.

3 Results

Model Event Classification F-score Alignment %
selection en en → de en → ar ar en-de en-ar

No alignment en 65.6 40.2 31.8 18.7 86.2 51.4
No fine-tuning en → de 63.6 48.3 89.0

en → ar 59.4 43.0 23.4 35.0
ar 59.0 39.3 30.9 34.8

No alignment en 65.6 43.0 30.3 16.8 90.0 62.4
Fine-tuning en → de 63.6 55.4 46.6

en → ar 62.8 51.0 33.6 62.6
ar 61.1 45.1 36.8 14.8

Align on en-de en 64.5 42.5 97.2
No fine-tuning en → de 62.6 52.5 98.8

en → de #2 63.4 51.9 91.6

Align on en-de en 60.2 6.0 86.2
Fine-tuning en → de 57.5 45.3 48.4 34.6 97.0

Align on en-ar en 63.6 38.7 23.3 90.2
No fine-tuning en-ar 60.6 44.2 23.4 96.4

en-ar #2 59.5 43.5 30.4 94.8
ar 52.0 39.0 33.3 97.0
ar #2 57.4 34.5 33.0 97.6

Align on en-ar en 63.2 21.3 7.8 89.6
Fine-tuning en → ar 59.2 46.0 49.5 24.8 91.2

ar 60.5 46.0 42.3 35.9 91.2

Table 1. The results of our experiments. We report the scores for top one or top two
models per each model selection, alignment and fine-tuning strategies.

Table 1 lists the results of all our experiments. We first note that the perfor-
mance of our models strongly depends on the way we perform model selection.
Although we always train only on English event extraction data, there are several
ways to select the best performing model. We try the following criteria:

1. The best F1 score on the English dev set,
2. The best F1 score on the Arabic/German translation of the English dev set,
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3. The best F1 score on the Arabic dev set.

The table shows that the fine-tuned models generally perform better than the
frozen models. Also, it can be seen that, unsurprisingly, the cross-lingual transfer
works better from English to German than from English to Arabic. Finally,
the models with alignment significantly increase the alignment score, which is
calculated as the percentage of the sentences for which the closest sentence of
the other language in the batch is its translation. So, the representations of
the same sentence in different languages get closer, but its impact on the event
classification accuracy in the target language is much less significant.
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Abstract. In many applications of machine learning, it is desirable to have models 
which not only have good accuracy on the prediction task but are also “fair” with 
respect to some protected variable. One approach to achieve fairness is to learn 
an invariant representation of the data with respect to that variable and then 
learn the predictor on top of the representation. Recently, an information-
theoretic approach called DSF (Discovery and Separation of Features) was 
introduced, which demonstrated strong results in cases where the label and the 
protected variable are independent. In this paper we extend the model to work in 
cases when the protected variable is correlated with the label. We perform 
experiments on a small image classification dataset and show that our model 
enables significantly better tradeoffs between accuracy and fairness.

Keywords: Machine Learning · Representation Learning · Information 
Theory.

1 Introduction

Learning “fair” or “invariant” representations of data with respect to some pro-
tected variable is an important task in machine learning. In supervised learning,
the goal is to find a function which can predict an unknown variable y from
the given variable x. In some applications, it is also necessary to guarantee the
function does not depend on a specified variable c, which might be correlated
with x and/or y. For example, the training data might have biases, which can
result in functions that discriminate against certain groups of people [4]. One
general approach to obtain functions with such guarantees is to learn a “fair”
representation of data which attempts to simultaneously satisfy two constraints:
it should not contain information about the protected variable (e.g. race of the
person), but it should also keep enough information about x so that it is possible
to predict the desired variable [5].

We use upper case letters such as X for random variables, lower case let-
ters such as x for realizations. We assume the data comes from an unknown
P (X, Y, C) joint distribution. For simplicity, we assume the support for ran-
dom variables C and Y (denoted by ΩC and ΩY , respectively) are finite. For
(x, y, c) ∼ P (X, Y, C), the goal is to learn a representation of x, z = fz(x), such
that it is possible to learn a predictor ŷ = fy(z) with high accuracy, while z has
no information about c.

The recently proposed DSF model [3] attempts to achieve the goal by solving
the following constrained optimization problem:
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max αI(Zp : Y ) + I(X : {Zp, Zn}) (1)

s.t. I(Zp : X) ≤ Ic and I(Zp : Zn) = 0

Here I(· : ·) is Shannon mutual information between two random variables;
Zp and Zn are representations of X. This model gets great results on several
benchmarks: it learns a representation which can be used to predict Y with a
perfect accuracy, while it has no information about C. Here we show that if
p(C|Y = y) is not uniform (unlike the examples discussed in the DSF model),
then a representation that allows perfect classification of Y will contain at least
some information about C.

Proposition 1. If there exists a classifier f with acc(Y |f(X)) = 1, then there
exists a classifier fC s.t. acc(C|fC(X)) =

∑
y∈ΩY

p(y) max
c∈ΩC

p(c|y),

Where acc(Y |f(X)) is the accuracy of a classifier f .

2 Our model

We attempt to extend DSF model to work in the case when Y and C are not
independent. In particular, we consider the case when the marginal distribution
p(C) is uniform, but p(C|Y = y) is not necessarily uniform for each y ∈ ΩY .
This allows non-zero mutual information between Y and C.

It is easy to see that the optimization problem (1) can have solutions for which
I(Zp : Y ) = H(Y ). In such solutions, Zp will contain at least some information
about C, as I(Y : C) > 0. To avoid such solutions, we suggest two modifications.
We replace the term I(Zp : Y ) with I(Zp : Y |C), and add additional constraints:
I(Zp : C) = I(Zn : C) = 0. The modified optimization problem can be solved
by maximizing the following objective function:

JsDSF = αI(Zp : Y |C) + I(X : {Zp, Zn, C})− λI(Zp : X)

− γI(Zp : Zn)− γI(Zp : C)− γI(Zn : C) (2)

We call this model supervised DSF (sDSF), as we have access to supervision
signal on C. Following DSF, we propose two implementations of sDSF. The first
one uses Hilbert-Schmidt independence criterion (HSIC [2]) for minimizing the
last three terms of (2) (sDSF-H), while the second one follows the “independence
through compression” strategy (sDSF-C). The training objective becomes:

ĴsDSF-H = αE log p(Y |Zp, C) + E log p(X|{Zp, Zn, C}) + λE log | detSp(X)|
− γ1HSIC(Zp, Zn)− γ2HSIC(Zp, C)− γ3HSIC(Zn, C) (3)

ĴsDSF-C = αE log p(Y |Zp, C) + (1 + γ)E log p(X|{Zp, Zn, C})
− (λ+ γ)E log | detSp(X)| − γE log | detSn(X)| (4)

      Where Sp(X) and  Sn(X) are sigma matrices of variational autoencoders
(VAE) used for obtaining Zp and Zn. E log | det S(X)| come from Echo loss, 

thoroughly discussed in [1].
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Fig. 1. Results of the three models on modified MNIST-ROT. Horizontal and vertical
axes show acc(Y |Zp) and acc(C|Zp), respectively.

3 Experiments

For our experiments we use a modified version of MNIST-ROT dataset used in
prior work. We keep only two digits, ΩY = {4, 9} and use larger rotation angles ΩC

= {0, ±45, ±90}, as MNIST digits already have small inherent variability in 
rotation angles. In our dataset, the rotation angles are not uniformly distributed
for each digit. In particular, p(C|Y = 4) = (0.3, 0.25, 0.2, 0.15, 0.1) and p(C|Y =
9) = (0.1, 0.15, 0.2, 0.25, 0.3). This makes sure the marginal distribution p(C)
is uniform, but a model with a perfect accuracy on Y will have at least 30%
accuracy according to Proposition 1. Training, validation and test sets contain
7594, 1903 and 2294 samples, respectively. We perform experiments with three
models: regular DSF-C and two versions of supervised DSF: sDSF-C, sDSF-H.

Fig. 1 shows our results. Plots correspond to the baseline model and two
versions of our approach described in the previous section. The points correspond
to all checkpoints of all hyperparameter choices. The coordinates of the points in
the plot show accuracies of predicting Y and C from the Zp at the specified
checkpoint. It can be seen that there are a few sDSF-C checkpoints which have
around 22% accuracy for predicting C, while acc(Y |Zp) is around 70%. These are 
already superior to the baseline models. On the other hand, sDSF-C checkpoints
with less than 20.5% acc(C|Zp) appear only with acc(Y |Zp) < 55%, which means 
they have almost no information about the label. sDSF-H is slightly better than
sDSF-C by two aspects. First, the best checkpoints with acc(C|Zp) = 25% get up 
to 90% acc(Y |Zp). Second, the best checkpoints with acc(C|Zp) ≤ 20% have 
around 67% accuracy for predicting Y .
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Abstract. In this work we introduce the notion of the excess risk in
the setup of estimation of the Gaussian mean when the observations
are corrupted by outliers. It is known that the sample mean loses its
good properties in the presence of outliers [5,6]. In addition, even the
sample median is not minimax-rate-optimal in the multivariate setting.
The optimal rate of the minimax risk in this setting was established by
[1]. However, even these minimax-rate-optimality results do not quantify
how fast the risk in the contaminated model approaches the risk in the
uncontaminated model when the rate of contamination goes to zero. The
present paper does a first step in filling this gap by showing that the
group hard thresholding estimator has an excess risk that goes to zero
when the corruption rate approaches zero.

Keywords: Robust estimation · Minimax estimation · Excess risk.

1 Introduction

In recent years, we witnessed a revival of interest in statistical methods that
can efficiently deal with data sets corrupted by outliers. In particular, under the
Huber contamination model in the problem of Gaussian mean estimation, [1]
established the minimax rate and showed that it is attained by Tukey’s median.
Furthermore, [2] developed a general theory for obtaining the minimax rate (both
upper and lower bounds) in a wide class of statistical models. These works are
focused on statistical complexity of the estimators, without paying attention
to the computational complexity. The latter has been addressed by [4] and [3],
who analyzed the risk of computationally tractable estimators. Interestingly, the
results proved in these papers only provide the order of magnitude of the minimax
risk and do not tell anything about how fast the risk in the corrupted setting get
close to the risk in the uncorrupted setting.

In this paper, we introduce the notion of the excess risk, which is defined
as the difference between the risks in the corrupted and uncorrupted settings.
Then, we present an analysis of this risk for a procedure that we call group hard
thresholding estimator. It can also be seen as a version of the trimmed mean
estimator. Our main result shows that this excess risk goes to zero, as the rate of
contamination goes to zero.
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To be more precise, let us assume that we observe n random vectors Y1, . . . , Yn

in R
p, which are assumed to satisfy

Y i = μ + θi + ξi, ξi
iid∼ N (0, Ip). (1)

In the above formula, μ is the unknown mean we wish to estimate, {θi} are
arbitrary deterministic vectors measuring the outlyingness of each data point and
ξi are random errors. In this paper, we assume that Θ = [θ1 . . . θn] is a column-
wise sparse matrix. All the observations with indices i ∈ O = {� : ‖θ�‖2 > 0} are
considered as outliers, while all the other are called inliers. In the sequel, we use
notation

o = Card(O), and ε =
o

n
.

The parameter ε, assumed to be strictly smaller than 1/2, plays an important
role in robust estimation. In particular, it is known that the minimax rate of
estimation in model (1) is of order p

n + ε2.
In this paper, we propose to consider a more precise measure of accuracy of

an estimator, the excess risk. Recall that the risk of an estimator1 μ̂n is given by

R[μ̂, μ; Θ] = [Eμ,Θ‖μ̂ − μ‖2
2]1/2.

In the above formula and in the sequel, the notation Eμ,Θ[h] stands for the expec-
tation with respect to the distribution of {Y1, . . . , Yn} as defined by Eq. (1) (it is
implicitly assumed that the function h depends on the observations {Y1, . . . , Yn}).
It is a well-known fact that in the outlier-free setup, where Θ ≡ 0p×n the min-
imax risk satisfies inf

μ̂
supμ∈Rp R[μ̂, μ; 0] = supμ∈Rp R[Yn, μ; 0] =

√
p
n , with

Yn = 1
n

∑n
i=1 Y i being the sample mean of the observed vectors. Let us define

the mixed matrix norm

‖Θ‖0,2 =
n∑

i=1

1(‖θi‖2 > 0).

Based on the expression of minimax risk in the outlier-free setup we define the
worst-case excess risk of an estimator μ̂ by

E(μ̂; n, p, ε) = sup
μ∈Rp;‖Θ‖0,2≤εn

R[μ̂, μ; Θ] −
√

p

n

as well as the minimax excess risk

E(n, p, ε) = inf
μ̂

E(μ̂, n, p, ε),

where the infimum is over all possible estimators μ̂ of μ. Note that according to
the definition, the estimators considered in the above formula can depend on n,
p and ε = o/n. The main result of this paper shows that the excess risk of the
group hard thresholding estimator, introduced in the next section, tends to zero
as ε = εn → 0 as n → ∞, as soon as p = pn is such that pn/n is bounded by a
constant.
1 An estimator is any measurable function from (Rp)n to R

p
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2 Group-hard Thresholding estimator

In this section we define the estimator μ̂GHT, called group hard thresholding
estimator, and prove that this estimator has an excess risk that vanishes when
the proportion of contamination ε tends to zero. Roughly speaking, μ̂GHT is
the arithmetic mean of a sample obtained from Y1, . . . , Yn by replacing all the
vectors that are at a large distance from the coordinatewise median by the latter.

More specifically, let μ̂Med := Med(Y1, . . . , Yn) be the coordinatewise median
of the sample {Y1, . . . , Yn}. Let us fix a positive threshold λ > 0, which will be a
tuning parameter of the method. For each i ∈ {1, . . . , n}, we put

θ̂i = HTλ(Y i − μ̂Med) := (Yi − μ̂Med)1(‖Yi − μ̂Med‖2 > λ) (2)

μ̂GHT =
1
n

n∑
i=1

(Yi − θ̂i) := Ln(Y − Θ̂). (3)

Next, we formulate the main theorem of the paper showing that the excess
risk of the GHT estimator tends to zero if the proportion of outliers ε = εn

tends to 0 fast enough so that εnp
1/4
n goes to zero. Notice that this condition

holds when p is fixed, however this setup allows the infinite dimensional case, i.e.
p = pn → ∞ under the constraint εnp

1/4
n log1/2 ε−1

n = o(1) as the sample size n
goes to infinity.

Theorem 1. For μ̂GHT defined in (3) and λ2 = p + 8
√

p log ε−1 + 16 log ε−1 we
have

lim
n→∞ E(μ̂GHT, n, pn, εn) = 0

provided that εnp
1/4
n log1/2 ε−1

n = o(1) and pn = O(n) as n → ∞.
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Abstract. Integrating data from diverse sources with the aim to identify similar 
records that refer to the same real-world entities without compromising privacy 
of these entities is an emerging research problem in various domains. This 
problem is known as privacy preserving record linkage (PPRL). Despite the 
abundant number of literature on PPRL, a commonly accepted formal framework 
is still missing. In this paper, we focus on the two-party PPRL and provide an 
overview of the currently existing approaches and related works. Several desired 
properties of two-party PPRL are discussed, which may lay the foundation for a 
formal description of the process of two-party PPRL and sound definitions of 
system performance that allow the comparative evaluation of different PPRL 
techniques. 

Keywords: Record linkage, two-party protocol, semi-honest security model, 
approximate matching, privacy, scalability.  

1 Introduction 

1.1 Record linkage 

Record linkage (RL), also known as data linkage, data matching, or entity resolution, 
aims to identify and link records that correspond to the same real-world entities within 
one or across several data sets. In particular, when records about the same entity need 
to be identified in a single data set, it is called duplicate detection, or deduplication. 

In general, record linkage is a challenging task since a common entity identifier 
across the data sets to be linked is usually missing. Instead, the common attributes 
available have to be used for the linkage. Especially for those databases that contain 
records about people, the common identifying information that characterizes an 
individual typically are names, addresses, dates of birth, and so on (often referred to as 
quasi-identifiers or QIDs), which are not always stable over time and can also be missed 
or recorded with errors. 

1 The work is supported by the German Research Foundation, Deutsche Forschungsgemein-
schaft (DFG), Germany, under grant AR 671/5-1 | SCHN 586/29-1. 
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1.2 Privacy concerns 

The idea of data linkage was first described by Halbert Dunn in 1946 as a book of life 
for each individual [1]. Since then, several research domains have developed data 
linkage techniques using QIDs [2], [3]. A variety of linkage protocols have been 
proposed and especially the seminal work by Fellegi and Sunter [4] on probabilistic 
data linkage provided a sound theoretical basis. However, the problem is far from being 
completely solved especially with new challenges posed by the big data era as well as 
new privacy and confidentiality regulations and policies that prohibit the disclosure of 
personal identifiers. 

For instance, the privacy rules of the Health Insurance Portability and Accountability 
Act (HIPAA) in the US and the Data Protection Directive of the European Union, 
restrict direct access to QIDs. If one would like to conduct a study of finding correlation 
between certain kind of automobile accidents and resulting injuries, data from police 
records, insurance companies and hospitals are needed (to be collected and analyzed). 
However, these institutions are not going to share data unless strong privacy is 
guaranteed. 

1.3 PPRL=RL+Privacy 

Protecting the privacy of personal sensitive information during the linkage process is the 
(additional) aim of the emerging research area of privacy-preserving record linkage 
(PPRL). It requires that the parties involved in a linkage learn only limited information 
about which record pairs are classified as a match, but nothing about the actual records 
and the values from any other party involved in the linkage.  

Formally, PPRL can be defined as follows: 

Definition 1 [32].  Privacy-preserving record linkage (PPRL): Assume that there are 
m database owners and their respective databases are D1, …, Dm. The linkage across 
all these m databases determines which of their records r1

i1  D1, r2
i2  D2, …. , rm

im  
Dm, match according to a decision model C(r1

i1, …., rm
im)  that classifies record tuple 

(r1
i1, …. , rm

im) into one of the two classes, M of matches and U of non-matches. 

Moreover, the database owners do not wish to reveal their actual records with any 
other party; while they are prepared to disclose to a selected party (i.e., the data 
consumer such as a researcher) the actual values of some selected attributes of the record 
pairs that are in class M to allow further data analysis. 

1.4 PPRL in practice 

PPRL is increasingly being required in many real-world application areas. Examples 
range from public health surveillance, business analytic, national censuses, population 
informatics, to crime and fraud detection, government services and national security. 
One of the currently most popular PPRL scheme was proposed by Schnell et al. [5] in 
2009 that is based on Bloom filter encoding. This scheme and its variations have been 
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implemented in several real-world linkage applications in different countries, e.g., on 
medical data sets on newborn in Germany.  

In more details, a Bloom filter is a space efficient data structure proposed by Bloom 
[24] in 1970 for checking element membership in a set. The PPRL based on Bloom
filter encoding is usually done as follows: each database owner first generates the
Bloom filters for its records. More specifically, each record, represented as a string, is
split into subsets of length q (i.e., q-grams), where each q-gram determines k bit
positions (e.g., by using k hashing functions) to be set to one in a binary vector of length
l (i.e., Bloom filter, which initially consists of l zero bits). At the linkage phase, instead
of comparing the plain record pair, the encoded Bloom filters are compared. For
instance, in case of q=2 (i.e., bigrams), the pairs are classified as matches or non-
matches based on their calculated Dice similarities.

2 Different forms of PPRL 

Proposals to PPRL can be classified into those that require a third party for performing 
the linkage and those that do not. The former are known as ‘three-party protocols’ and 
the latter as ‘two-party protocols’. In three-party protocols, a (trusted) third party 
(which we call the ‘linkage unit’) is involved in conducting the linkage, while in two-
party protocols only the two database owners participate in the PPRL process. 
Considering the difficulty of finding a trusted third party, we mainly put our focus on 
the two-party protocols. 

Generally, two-party protocols start by the two database owners agreeing upon and 
exchanging any required information such as parameter settings, preprocessing 
methods, encoding or encryption methods, and any secret keys that are required, and 
further proceed by the secure exchange of encoded or encrypted attribute values to 
conduct the linkage. Followed by sending or exchanging the encoded records, the final 
step is to identify the matched records. 

The advantages of two-party over three-party protocols is the fact that no database 
records are shared with any external party and thus there is no possibility of collusion 
between one of the database owners and the linkage unit. However, two-party protocols 
could require more sophisticated encoding or encryption mechanisms, because both 
database owners know the full details of the agreed parameters or encoding/encryption 
techniques and therefore they can potentially perform attacks on the exchanged 
(encrypted) data between them to infer actual values from each other’s data. In other 
words, the core encryption/encoding techniques need to ensure that each database 
owner cannot infer any sensitive information (on the non-linked records) from the other 
database with knowledge of both encrypted data sets and shared system parameters. 

For the privacy analysis, often a semi-honest threat model is assumed. A two-party 
PPRL protocol is secure in a semi-honest model when neither party is able to gain any 
information from the execution of the protocol, other than the information gained from 
the protocol’s output (and the size of the other party’s input). The semi-honest security 
model is contrasted to the malicious security model, where the latter allows adversaries 
to arbitrarily deviate from the specified protocol while attempting to non-consensually 
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gain information from the protocol’s execution. Nevertheless, it is shown by Goldreich 
et al. [6] that any protocol that is secure in the semi-honest security model can be made 
secure in the malicious security model, albeit inefficiently, through the use of what are 
known as zero-knowledge protocols. 

3 Current approaches and related work on two-party PPRL  

To gain a comprehensive understanding in the state-of-art solutions and challenges to 
the two-party PPRL, let us first have a close look into the current approaches and related 
work that have been proposed. 

3.1 Current approaches on two-party PPRL 

Yakout et al. 2009 [7]     Yakout et al. [7] in 2009 gave a design for two-party PPRL 
protocol, assuming that the database records have been transformed into numeric 
vectors by each party as described in Scannapieco et al. [8]. Their protocol works as 
follows: first, each record (represented as a numeric vector) is transformed into a 
complex number, mapping to a point in the complex plane. These complex numbers 
are then exchanged between the two database owners, such that each can generate the 
pairs of complex numbers that are within a maximum distance from each other. These 
pairs correspond to pairs that likely correspond to matches. In a final step, the database 
owners calculate the actual distances between the vector representations of all likely 
matched pairs using a secure scalar product protocol, and decide whether they are 
linked based on the computed distance. 

Inan et al.  2010 [9]    Inan et al. [9] in 2010 proposed a hybrid approach combines 
differential privacy and cryptographic methods using secure multi-party computation 
(SMC) techniques to solve the PPRL problem in a two-party protocol. More 
specifically, a blocking protocol is developed that provides strong data protection 
compliant with differential privacy; and the pairs not filtered during blocking are 
compared by using SMC based matching. 

Vatsalan et al.  2011 [10]    Vatsalan et al. [10] in 2011 proposed an efficient two-party 
approach for PPRL. Their protocol is based on (1) the use of reference values that are 
available to both database owners, and allows them to individually calculate the 
similarities between their attribute values and the reference values; and (2) the binning 
of these calculated similarity values to allow their secure exchange between the two 
database owners. 

Vatsalan et al. 2012 [11]    Vatsalan et al. [11] in 2012 developed a two-party approach 
based on the use of Bloom filters for approximate private matching. They proposed an 
iterative classification approach where the database owners iteratively reveal bits from 
their Bloom filters. At each iteration they calculate the minimum similarity based on 
the revealed bit positions using the Dice-coefficient, and classify the pairs into matches, 
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non-matches, and possible matches. The pairs that are classified as possible matches 
are taken to the next iteration where more bit positions are revealed to classify the pairs. 
A length filtering method is used to reduce the number of record pair comparisons. 

Vatsalan et al. 2013 [12]    Vatsalan et al. [12] in 2013 proposed a two-party private 
blocking technique for PPRL based on sorted nearest neighborhood clustering. Privacy 
is addressed by a combination of two privacy techniques, i.e., the k-anonymous 
clustering and public reference values. More specifically, first clusters are generated by 
the two database owners using a selected set of reference values. Then quasi-identifying 
attribute values from records are added into these clusters such that each cluster will 
contain at least k quasi-identifying attribute values (thus providing k-anonymous 
privacy). Using a sorted nearest neighborhood approach of sliding a window over the 
reference values, similar clusters are identified and record pairs are generated from all 
records in the corresponding clusters that are in the same window. 

He et al. 2017 [13]    He et al. [13] proposed a privacy model based on differential 
privacy, named output constrained differential privacy, to construct efficient linkage 
protocols for sensitive databases that offer an end-to-end privacy guarantee for any non-
matching record after the matching record pairs have been identified. Following this 
privacy model, the authors proposed a two-party protocol where two database owners 
collaborate to identify matching records in their databases. The protocol hides non-
matching records by adding Laplace noise to the records in the blocking process. 

Chen et al. 2018 [14]    Chen et al. in 2018 [14] proposed a record linkage method for 
two parties. Their basic approach is based on a classical implementation of garbled 
circuits and a computationally efficient approach using a filtering strategy, which can 
be readily adopted in small-to-medium scale linkage tasks with a strong security 
guarantee. 

Khurram 2019 [15]    Khurram in 2019 [15] introduced an efficient two-part PPRL 
that runs in sub-quadratic time, provides high accuracy, and guarantees cryptographic 
security in the semi-honest security model. The security of the scheme is due to the 
application of a secure two-party computation using binary or arithmetic secret shares, 
however, the communication cost can be high. 

3.2 Related work to two-party PPRL 

Song et al. 2000 [16]    Song et al. [16] in 2000 presented several cryptographic schemes 
that enable searching on encrypted data without leaking any information to the 
untrusted server. The problem can be described as follows: assume that Alice has a set 
of documents and stores them on an untrusted server Bob. Because Bob is untrusted, 
Alice wishes to encrypt her documents and only store the cipher text on Bob. Each 
document can be divided up into ‘words’. Later she wishes to retrieve the documents 
which contain the word W; and Bob can determine with some probability whether each 
document contains the word W without learning anything else. 
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The proposed techniques for remote searching on encrypted data using an untrusted 
server and provided proofs of security for the resulting systems. Note that it is the client 
who encrypts the data and stores the encrypted data on the untrusted server. It is also 
the client who later performs searches on its own encrypted data. If we considered the 
PPRL as a search problem on encrypted databases. The difficulty lies in the fact that 
one party is searching on the database which is encrypted by the other party. 

Freeman 2005 [17]    Freedman et al. [17] in 2005 presented a privacy-preserving 
keyword search algorithm, which uses SMC techniques (homomorphic encryption) and 
oblivious pseudo-random functions. The keyword search problem can be described as 
follows: suppose that the server holds a database of n pairs (xi, ri), each consisting of a 
keyword xi and its payload ri. The client’s input is a search keyword w. If there is a pair 
where the keyword xi is equal to the search keyword w (i.e., exact matching), then the 
corresponding payload ri will be returned to the client. 

This privacy-preserving keyword search algorithm could be applied to design a two-
party PPRL for the case that two database holders share a common entity identifier by 
considering the common entity identifier as keywords. Straightforwardly, the record 
linkage process can be regarded as the keyword search with multiple queries. 

Atallah et al. 2003 [18]    Atallah et al. [18] in 2003 proposed a two-party protocol 
where the edit distance algorithm is modified for providing privacy to sequence 
approximate comparisons. 

Ravikumar et al.  2004 [19]    Ravikumar et al. [19] in 2004 used SMC techniques for 
secure computation of several distance functions. The protocol is developed in the 
setting of two parties. Note that the use of SMC computations for achieving privacy 
makes the protocol computationally intensive. 

Li et al. 2011 [20]    Li et al. [20] in 2011 introduced an approach for privacy-preserving 
group linkage (PPGL) to measure the similarity of groups of records rather than indi-
viduals. 

4 Desired properties of two-party PPRL 

4.1 Error-tolerant matching 

The techniques for linking data involve ways to match pairs of data records based on the 
value of personally identifying information such as names, birth dates, addresses, and 
national or local identifying codes, which are not always stable over time and/or can be 
recorded with errors. 

Exact matching by definition does not tolerate any errors in these attributes values. 
In fact, Winkler [21] reported that 25% of true matches in a US census operation would 
have been missed by exact matching. To deal with the data quality problem, approximate 
or error-tolerant matching is desirable. 
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4.2 An efficient solution to an unbalanced problem 

Data linkage is generally a highly unbalanced classification problem because there will 
be many more non-matching than matching record pairs. For example, assuming two 
data sets of l records each, where each record refers to one entity, there will be a 
maximum of l matching but a minimum of l2  l non-matching record pairs if no 
blocking has been applied.  

So a solution that could efficiently filter out the non-matches is desired. In fact, such 
a solution is possible if a unique identifier exists across databases (where a non-match 
is signaled by any disagreement in a single digit/character between record pairs). 
However, it is problematic to deal with the multiple error-prone quasi-identifiers since an 
overall comparison is always needed before a judgment on the matching status of the 
pairs could be made. 

4.3 Consistent matching results 

It is known that the PPRL schemes could lead to inconsistent matching results due to 
non-transitivity [3]. Namely, if record pair (r1, r2) is classified as a match and (r1, r3) as 
a match, then the pair (r2, r3) should also be a match. However, when the pairs are 
looked at separately, the third pair might have been classified as a non-match or even 
not compared at all if blocking was used. 

In the two-party PPRL, this may happen when either or both databases contain 
multiple records that correspond to the same real-world entity. To avoid this problem, both 
database owners might be required to conduct deduplication before the record linkage 
process. However, a PPRL scheme is expected to produce consistent results in the 
general setting, which imply the same set of the linked pairs for both database owners. 

4.4 Provable, affordable and comparable privacy 

Existing privacy solutions to PPRL are either provably secure but using computation 
techniques (such as SMC) that is prohibitively expensive in practice, or affordable but 
vulnerable to attackers, both internal and external. A PPRL solution enjoys both 
provable and affordable privacy is still missing. 

Moreover, we note that for the linkage quality, precision and recall are widely 
accepted measures to evaluate different linkage techniques. However, for privacy, 
currently there are no commonly accepted measures, although k-anonymity and 
differential privacy are employed in the blocking step to attempt to enhance the privacy 
of PPRL. To develop adequate privacy measures that allow the comparative evaluation 
of different PPRL techniques so far remains an open problem [22], [23]. 

4.5 Low communication overhead 

It is known that provable security could be provided by employing SMC techniques, 
however they generally have not only high computational cost but also high 
communication cost (since large numbers of messages will need to be exchanged 
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between the parties that participate in such computations). Expensive communication 
cost makes the protocol impractical for real-world applications, and less scalable for the 
linkage of very large sensitive databases. 

4.6 Scalability 

Another key factor that determines the usefulness of a linkage algorithm is whether it 
can scale to large datasets. In the era of big data, databases with records about many 
millions or even billions of individuals are not unusual. It is an imperative need to develop 
novel blocking techniques (to reduce the quadratic complexity of the database size) and 
efficient matching (both error-tolerant and private) algorithms (with regard to the length 
of the records) with low communication requirements. 

5 Concluding remarks 

Although several solutions have been proposed to solve the PPRL problem, no current 
solution offers a satisfying performance with a provable cryptographic security 
guarantee while maintaining both high accuracy, and low computational and 
communication complexity. Besides, a theoretical framework that allows the 
comparative evaluation of different PPRL techniques is still missing, unlike the 
scenario for the record linkage problem (without privacy concerns). 
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Abstract. The problem of information theoretic security recently has
attracted great attention. One of the problems concerns secure commu-
nication over a wiretap channel. The aim in the general wiretap channel
model is to maximize the rate of the reliable communication from the
source to the legitimate receiver, while keeping the confidential informa-
tion as secret as possible from the eavesdroper (wiretapper).
We introduce and investigate the E-capacity-equivocation region for the
wiretap channel, which is the generalization of the capacity-equivocation
region studied by Csiszár and Körner. It is the closure of the set of
all achievable rate-reliability and equivocation pairs, where the rate-
reliability function presents optimal dependence of rate from error prob-
ability exponent (reliability). Previously the outer bound of this region
was obtained. Here the inner bound of that region is constructed.

Keywords: Wiretap channel · information-theoretic security · equivo-
cation rate · E-capacity.

1 Introduction

Security is an important topic in communications. The information theoretic se-
curity is an approach, that demonstrates the possibility of transmitting confiden-
tial messages without using an encryption key. The main idea of the information
theoretic security is to exploit the inherent noises and difference between the
channels to a legitimate receiver and eavesdropper. In addition, the transmitter
intentionally adds randomness to prevent eavesdroppers from accepting useful
information while guaranteeing the legitimate receiver to obtain the information.
Such an approach to guarantee secrecy has the advantage of eliminating the key
management issue, resulting in lower complexity and savings in resources.
Such an approach was initiated by Wyner [1], who studied the most basic model
called a wiretap channel. Later Csiszár and Körner [2] studied the broadcast
channel with confidential messages, the special case of which is the more general
model of wiretap channel. It is named as the generalized wiretap channel because
the model from [1] is a special case of it when the channel to the eavesdropper
is a degraded version of the main channel.

In this paper we consider the generalized model of wiretap channel (see Fig.
1), which is defined as follows.
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The source wishes to transmit a message m to a legitimate receiver while keep-
ing it as secret as possible from an eavesdropper. The confidential message m is
assumed to be randomly and uniformly distributed over a message set M. The
encoder fN maps each message m to a codeword x(m) = (x1, ..., xN ) ∈ XN ,
where X is the input alphabet and N is the transmission length. The codeword
x(m) is transmitted over a discrete memoryless channel (DMC) with transition
probability W (y, z|x). The noisy version y ∈ YN is accepted by legitimate re-
ceiver and z ∈ ZN by eavesdropper, respectively. The decoder gN at the receiver
maps the received sequence y to an estimate m̂ of the message.

� �

�

�

�

�

m
Encoder

Source

x(m) Channel

W (y, z|x)

y

z

Decoder
m̂

�m
Wiretapper

Legitimate
receiver

Fig. 1. The model of generalized wiretap channel.

The capacity-equivocation region C(W ) as well as the secrecy capacity Cs(W )
of this model were obtained in [2]. Other models with secrecy constraints are
surveyed in [3].

We investigate the E - capacity - equivocation region C(E,W ), which is
the closure of the set of all achievable rate - reliability - equivocation pairs
(R(E), Re), where the function R(E) presents optimal dependence of rate R
from reliability (error probability exponent) E. It is the analogy of E - capacity
(rate -reliabilty function) suggested by E. Haroutunian [4] and investigated for
various channel models [5].

The outer bound of E - capacity - equivocation region was constructed in
[6]. Here we present the inner bound of this region. When E tends to zero, both
bounds coincide with the capacity-equivocation region obtained in [2].

2 Notations, Definitions and Formulation of Results

The DMC W (y, z|x) with finite input alphabet X , finite output alphabets Y and
Z is memoryless

WN (y, z|x) =
N∏

n=1

W (y, z|x)

Let us denote
W1(y|x) =

∑
z

W (y, z|x),

W2(z|x) =
∑
y

W (y, z|x),
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and
P1W1(y|u) =

∑
x

P1(x|u)W1(y|x). (1)

To formulate the problem consider auxiliary random variables U and Q with
values in finite U and Q, correspondingly, that satisfy the Markov chain rela-
tionship: Q → U → X → (Y, Z).

Let the probability distributions (PD) of random variable (RV) U be P0 =
{P0(u), u ∈ U} and P1 = {P1(x|u), x ∈ X , u ∈ U} be conditional PD of RV X
for the given value u. Joint PD of RV U,X we denote by P0,1 = {P0,1(u, x) =
P0(u)P1(x|u), u ∈ U , x ∈ X}. and the marginal PD of X is P = {P (x) =∑

u P0,1(u, x), u ∈ U , x ∈ X}. We shall use also the following PD

V = {V (y|x), x ∈ X , y ∈ Y},

P ◦ V = {P ◦ V (x, y) = P (x)V (y|x), x ∈ X , y ∈ Y}
and

PV = {PV (y) =
∑
x

P (x)V (y|x), y ∈ Y}.

For N length code (fN , gN ) the code rate is

R(f, g,N) =
1

N
log |MN |

(log and exp functions are taken to the base 2) and the average error probability
is

eN (f, g,W1) =
1

|M|
∑

m∈M
WN

1 {YN − g−1(m)|x(m)},

where g−1(m) = {y : g(y) = m}.
The secrecy level of confidential message m at the wiretapper is measured

by the equivocation rate defined as

RN
e =

1

N
H(M |ZN ),

where H(X|Y ) is the conditional entropy [7]. In other words, the equivocation
rate indicates the eavesdropper’s uncertainty about the message m given the
channel outputs ZN . Hence, the larger the equivocation rate, the higher the
level of secrecy.

A rate – equivocation pair (R,Re) is achievable if there exists a sequence
of message sets MN with |MN | = expNR and encoder – decoder (fN , gN ) such
that the average error probability tends to zero as N goes to infinity, and the
equivocation rate Re satisfies

Re ≤ lim
N→∞

inf RN
e .

The rate – equivocation pair (R,Re) indicates the confidential rate R achieved
at certain secrecy level Re.
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The capacity - equivocation region C(W ) is defined to be the closure of
the set that consists of all achievable rate – equivocation pairs (R,Re).

The following result was obtained in [2] as a special case of a more general
result for the broadcast channel with confidential messages.

Theorem 1. The capacity - equivocation region of wiretap channel is given by

C(W ) =
⋃

P0,1W

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

(R,Re) : Q → U → X → (Y, Z),
R ≤ IP0,1,W1(U ;Y ),
0 ≤ Re ≤ R,
Re ≤ IP0,1,W1

(U ;Y |Q)−
−IP0,1,W2

(U ;Z|Q),

⎫⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎭

(2)

where for generic random variables X and Y , I(X;Y ) denotes the mutual in-
formation between X and Y [7] . The auxiliary random variables Q and U are
bounded in cardinality by |Q| ≤ |X |+ 3 and |U| ≤ |X |2 + 4|X |+ 3, respectively.

From that theorem the following corollary was obtained in [2] on secrecy
capacity, which is defined as the maximum rate at which the message M can
be transmitted while being kept perfectly secret from the eavesdropper.

Corollary 1. The secrecy capacity of the wire-tap channel is given by

Cs(W ) = max
P0,1W

[IP0,1,W1(U ;Y )− IP0,1,W2(U ;Z)],

where the auxiliary random variable U satisfies the Markov chain relationship:
U → X → (Y, Z), and is bounded in cardinality by |U| ≤ |X |+ 1, respectively.

We investigate the E - capacity - equivocation region C(E,W ), which
is defined as the closure of the set that consists of all E-achievable rate – equiv-
ocation pairs (R(E), Re), E > 0 with the average error probability satifying
e ≤ exp{−NE}. In [6] the following theorem is proved.

Theorem 2. For E > 0, the outer bound for E - capacity - equivocation region
of generalized wiretap channel is given by

C(E,W ) ≤ Rsp(E,W )

with

Rsp(E,W ) =
⋃

P0,1W

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

(R(E), Re) : Q → U → X → (Y, Z),
R(E) ≤
≤ minP1V :D(P1V ||P1W1|P0)≤E IP0,1,V (U ;Y ),
0 ≤ Re ≤ R(E),
Re ≤ IP0,1,W1

(U ;Y |Q)− IP0,1,W2
(U ;Z|Q),

⎫⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎭

(3)

where D(P1V ||P1W1|P0) denotes the divergence between conditional distributions
P1V and P1W1 given PD P0 [7].
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Here the following result is obtained.

Theorem 3. For E > 0, the inner bound for E - capacity - equivocation region
of generalized wiretap channel is given by

Rr(E,W ) ≤ C(E,W )

with

Rr(E,W ) =
⋃

P0,1W

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

(R(E), Re) : Q → U → X → (Y, Z),
R(E) ≤
≤ minP1V :D(P1V ||P1W1|P0)≤E |IP0,1,V (U ;Y )+
D(P1V ||P1W1|P0)− E|+,
0 ≤ Re ≤ R(E),
Re ≤ IP0,1,W1(U ;Y |Q)− IP0,1,W2(U ;Z|Q),

⎫⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎭

(4)

where |a|+ = max(a, 0).

The proofs are using the method of types [8]. The set of all u ∈ UN of the
type P0 is denoted by T N

P0
(U) and T N

P (X|u) is the set of all vectors x ∈ XN

with conditional type P1(x|u) given u ∈ T N
P0

(U).
To prove the Theorem 3 we must show that the rate region specified in (4) is

E - achievable for E > 0. This is done by constructing a code of length N with
certain properties based on the random coding technique.

The proof consists of 2 steps. In step 1 the existence of a code with required
properties is proved. In step 2 the estimation of the equivocation rate is given.

For encoding the stochastic encoder f is considered, similar to [2]. It can be
considered as a mapping f : M× T → XN , which maps (m, t) to a codeword
x ∈ XN , where T is a randomizer, independent of M . We consider the case
when the realization of T is unknown to the receiver and eavesdropper. In the
case when T is known to the receiver, the model differs, because T serves as
a secret key shared by the sender and receiver and the secrecy rate is larger.
The code is constructed using the message splitting approach, when the source
message is split into two parts. The first part can be decoded by both the receiver
and the wiretapper, while the remaining part is only for the legitimate receiver
to decode and needs to be kept as secret as possible from the eavesdropper.
This rate splitting technique is useful only for the channel models with secrecy
constraint.

For decoding we use the divergence minimization criterion suggested by E.
Haroutunian [4] and successfully applied for various models [5]. Error probability
of the random code constructed with this encoding and decoding strategies is
estimated

eN (f, g,W1) ≤ exp{−NE}.
The proof is completed by estimation of the equivocation rate.

Corollary 2. When E → 0 the inner and outer bounds of E -capacity eequivo-
cation region coincide with capacity - equivocation region (2) obtained in [2].
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3 Conclusion and Future Work

A new notion E- capacity - equivocation region of the generalized wiretap chan-
nel is investigated, the inner and outer bounds of this region are derived. When
E → 0 this bounds coincide with capacity - equivocation region (2) obtained
in [2]. The next step of investigations is to introduce by analogy a new concept
of E - secrecy capacity and study it. The bounds of E- capacity - equivocation
region and E - secrecy capacity can have simpler forms for some special classes of
channels (physically degraded, stochastically degraded, less noisy, more capable),
which we will address in future work.
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Abstract. Semi-supervised learning is a branch of machine learning fo-
cused on improving the performance of models when the labeled data
is scarce, but there is access to large number of unlabeled examples.
Recently, there has been a remarkable process in designing algorithms
which are able to get reasonable image classification accuracy having ac-
cess to labels for only 0.5% of the samples on relatively small datasets
like CIFAR-10 and SVHN. The downside of these algorithms is that they
require expensive tuning of hyperparameters for each dataset, and the
hyperparameters tuned for one dataset do not generalize to others. In
this work, we survey most of the recently proposed semi-supervised al-
gorithms designed to work in the scope of deep learning. We highlight
novelties and problems related to the robustness.

Keywords: Semi-supervised learning.

1 Introduction

In this paper we describe the latest advances in semi-supervised learning, a
branch of machine learning focused on improving the performance of an algo-
rithm using a small set of labeled and a large set of unlabeled samples.

These algorithms rely on the premise that obtaining unlabeled data is cheap.
Although we have to note that most of these algorithms fail when the distribution
of the unlabeled data is different from the distribution of the labeled data. In
fact, some methods use special tricks that explicitly require the distributions to
be the same.

There is a lot of literature on semi-supervised learning. Most recent papers
refer to two classical works for a general overview [2] [22]. In this report we will
focus on more recent algorithms which build on top of existing neural network
architectures designed for regular supervised learning. These algorithms intro-
duce regularization terms to the loss functions, augment the inputs and perform
various kinds of ensembling tricks. This report notably does not cover transduc-
tive SVMs (which were a popular method in early 2000s), graph-based methods
and methods based on generative models.

Most of the algorithms described in this report are being tested on popular
image classification datasets: CIFAR-10, CIFAR-100 [11], SVHN [14] and Im-
ageNet [7]. All these datasets are designed for supervised learning, so to use
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them in semi-supervised setup, part of their labels is hidden from the algorithms
during the training. On the other hand, the validation sets are usually kept in-
tact, which makes these setups a little bit unrealistic. Some papers also perform
experiments on STL-10 dataset [4] which by design has a large subset of un-
labeled examples. SVHN also has a special extension called SVHN-extra with
531K additional images.

For the rest of this report, X denotes the labeled dataset with samples
(x, p) ∈ X. Here, p is a one-hot vector. U denotes the dataset without the labels.
fθ(x) is a function (neural network) with parameters θ. It outputs a probability
distribution on the labels. Augment(x) is a stochastic operation that augments
the sample x so that its label remains the same. H(·, ·) denotes the cross entropy:
H(p, q) = −∑

i

pi log(qi)

2 Consistency regularization

The main concept that drives research in semi-supervised learning for the past
five years is called consistency regularization. The core idea is to make sure the
neural network produces similar results for the augmented versions of the same
unlabeled image. It is enforced by an additional term in the loss function:

LU = 1
|U |

∑
x∈U

‖fθ(Augment(x))− fθ(Augment(x))‖22

Note that Augment(x) is a stochastic function, and fθ might also be stochastic
(e.g. due to dropout). So the difference is most likely non-zero.

2.1 Π-model

As far as we know, consistency regularization was first introduced in an algorithm
called Π-model [12]. In particular the authors used the following loss function:

L = LX + λ(t)LU

LX =
1

|X|
∑

(x,p)∈X

H(p, fθ(x))

LU =
1

|U |
∑
x∈U

‖fθ(Augment(x))− fθ(Augment(x))‖22

Here, λ(t) is the relative weight of the consistency loss term, which slowly grows
from zero to its final value λ over the training process. λ is a hyperparameter.
In Π-model, Augment(x) means just two operations:

– Translation by a ∼ Uniform(−2, 2) pixels

– Horizontal flip (for all datasets, except SVHN)
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2.2 The problem of the unstable target

One critical problem with this formulation of the consistency loss is that it is
not stable. This was discovered in the same paper and a partial solution was
given. The authors suggested to update one of the terms in the consistency loss
(the one with no augmentation) less often and slowly. In particular, they update
it once per epoch, and use exponential moving average of the outputs of the
snapshots taken at each epoch. This trick is called temporal ensembling.

ftemp.ens(x) = αftemp.ens(Augment(x)) + (1− α)fθ(Augment(x))

LU =
1

|U |
∑
x∈U

‖fθ(Augment(x))− ftemp.ens(x)‖22

The first formula is computed once per epoch.

2.3 Mean Teacher

The authors of Mean Teacher algorithm [18], presented in NIPS 2017, gave a
better solution to the unstable target problem. They use two separate models: a
Student network with θ parameters and a Teacher with θ′ parameters. Student is
trained as usual. Teacher is not trained via backpropagation. Instead, its weights
are updated at each iteration using the weights from the Student network:

θ′t = αθ′t−1 + (1− α)θt

On unlabeled examples, the Teacher network provides the learning target:

LU =
1

|U |
∑
x∈U

∥∥fstudent
θ (Augment(x))− f teacher

θ′ (Augment(x))
∥∥2
2

This work highlighted another problem in the space of semi-supervised learn-
ing algorithms. The number of hyperparameters is huge:

– The choice of the neural architecture (backbone)

– Ratio of labeled and unlabeled examples in a batch

– Early stopping criteria

– Decay rate α in exponential moving average formula

– Learning rate schedule

– Weight decay

In such conditions, one way to make comparisons with earlier work more fair
is to re-implement the old models in the same codebase. The authors of Mean
Teacher re-implemented Π-model. Mean teacher consistently worked better than
the previous methods.
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2.4 Virtual Adversarial Training and Entropy Minimisation

In [13], the authors suggest to change the way images are augmented to be
used in consistency loss. Instead of using data-specific augmentation functions,
they generate an adversarial example. The idea is similar to the adversarial
training method introduced in [9], when the regular loss function is applied to
the perturbed version of the input sample:

Ladv = H (p, fθ(x+ radv))

radv = argmax
r:‖r‖<ε

H(p, fθ(x+ r))

Note that radv can be approximated using Fast Gradient Sign method introduced
in the same paper: radv = εsgn(∇xH(p, fθ(x))). Also note that this operation
requires access to the correct label p. For unlabeled examples, we do not have p,
so we calculate radv by taking the perturbation which changes the prediction of
the network by the largest magnitude (measured by cross-entropy):

radv = argmax
r:‖r‖<ε

H(fθ(x), fθ(x+ r))

The authors of [13] suggest a fast approximation of this operation.
Another notable difference in VAT and previous methods is that VAT uses

cross-entropy instead of Euclidean distance in the consistency loss term.
Another problem with semi-supervised learning methods is the lack of con-

fidence in predictions on unlabeled examples. On the other hand, it is assumed
that each unlabeled image belongs to only one class, so the prediction on each
image should have low entropy. There are several ways to achieve that, but the
first one, as far as we could find, was introduced in the same paper. It adds an
additional term into the loss function to minimize the entropy of predictions.

Lent =
1

|X|+ |U |
∑

x∈X∪U

H(fθ(x))

H(p) = −
∑
i

pi log pi

3 Evaluation challenges

The number of variables in semi-supervised setups is so large that is increasingly
hard to compare different algorithms. In [15], the authors attempted to create a
fair comparison setup. In particular, they

– Re-implemented the best known methods in a single code repository
– Fixed the backbone classifier network: WideResNet-28-2 with batch normal-

ization and leaky ReLU
– Fixed the optimizer: Adam with fixed β1 and β2
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– Used fixed data augmentation and preprocessing strategy, although there are
slight differences between SVHN and others. In particular, horizontal flips
are not used for SVHN.

– Used equal hyperparameter tuning budget for all algorithms. This is imple-
mented by running 1000 trials of Gaussian-Process-based black box opti-
mization in Google Cloud.

The model selection was performed on the full validation set, which is not a
realistic scenario, and it is acknowledged by the authors. Their hyperparamater
search resulted in different initial learning rates for Adam optimizer for different
methods. Also, in case of VAT, the best value for ε (which controls the magnitude
of adversarial perturbation) turned out to be different for CIFAR-10 and SVHN.

The authors report the following issues they discovered in their analysis:

1. Fully-supervised baselines are not tuned correctly in many papers. The au-
thors suggest to use the same budget for tuning the hyperparameters of the
fully supervised setup. They discover that with more fair experimental setup,
the difference between the supervised baselines and the new algorithms is ac-
tually lower. The authors also showed that with much stronger regularization
it is possible to reach 13.4% error rate on CIFAR-10 with 4000 labels.

2. Transfer learning from (resized) ImageNet is a strong baseline, and it is
ignored in most papers. The best result they got from transfer learning
(12.09% error) is better than the best result in semi-supervised learning
(13.13% error).

3. All models assume that the distribution of unlabeled examples follows the
distribution of labeled examples. It is shown that when this assumption does
not hold, using unlabeled examples might hurt the performance.

4. To analyze the role of additional unlabeled examples, the authors use SVHN-
Extra dataset and monitor the performance on SVHN given different number
of unlabeled examples. They show that some methods get worse performance
when exposed to too many unlabeled examples The authors also analyze the
effect of the number of labeled examples.

5. Finally, the authors show that in a more realistic treatment of validation
data, when the size of the validation set is just 10% of the (labeled) training
set, then it is not feasible to reliably distinguish between strongly and weakly
performing models.

4 Multi-stage algorithms

The paper described in the previous section had some positive impact on further
research in semi-supervised learning. Almost all subsequent papers working on
CIFAR-10 and SVHN used the same underlying architecture, most authors re-
implemented previous best models in the same codebase. Unfortunately, this is
still not the case with experiments on ImageNet, experimental setups still vary a
lot. Also, the authors still continue to use full validation sets for model selection
and for comparing different algorithms.
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A number of papers introduced more complicated algorithms with multiple
stages to beat the state-of-the-art for semi-supervised learning on CIFAR-10,
SVHN, ImageNet and others. In this section we cover the most notable ones.

4.1 MixMatch

MixMatch is an algorithm that combines many ideas, including consistency reg-
ularization, exponential moving average of network weights and a special trick
for obtaining new unlabeled examples called MixUp.

MixUp, introduced in [21], is a way to construct new samples by taking a
convex combination of existing samples. For each pair of samples (x1, p1) and
(x2, p2), MixUp performs the following steps:

1. Sample λ ∼ Beta(α, α)
2. λ′ = max(λ, 1− λ) to make sure it’s close to 1
3. x′ = λ′x1 + (1− λ′)x2

4. p′ = λ′p1 + (1− λ′)p2
5. Return (x′, p′)

The second step was introduced in MixMatch and makes sure that the samples
from MixUp(A,B) are “closer” to A.

The semi-supervised learning algorithm used in MixMatch paper is essentially
the same as in other papers, except there is an additional stage of modifying both
the labeled and unlabeled sets. This stage is called MixMatch.

X ′, U ′ = MixMatch(X,U, T,K, α)

LX =
1

|X ′|
∑

(x′,p′)∈X′
H(p′, fθ(x′))

LU =
1

|U ′|
∑

(x′,q′)∈U ′
‖q′ − fθ(x

′)‖22

L = LX + λ(t)LU

In short, MixMatch(X,U) function applies MixUp to both labeled and unla-
beled examples, and uses the average prediction of multiple augmented versions
of the same unlabeled image. As taking average might reduce the entropy in the
predicted distribution, the authors perform an additional step of sharpening the
probabilities with temperature T which is another hyperparameter.

The authors attempt to follow the setup used in [15]. They note, that the
best values for two of the new hyperparameters they have introduced do not
vary in the datasets they have tested on: sharpening temperature is always set
to T = 0.5 and the number of augmentations performed on the same unlabeled
image is always K = 2. Instead, the best values for α hyperparameter of the
Beta distribution used in MixUp and the coefficient λ in the main loss function
are different for CIFAR versions and SVHN.

To make evaluations more stable, they use an exponential moving average
of the model parameters with a decay rate of 0.999 when evaluating on the
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validation set. They report state-of-the-art results on all benchmarks. This is
the first paper which tests the performance of SSL algorithms on CIFAR-10
with only 250 labels.

4.2 ReMixMatch

The team behind MixMatch made their algorithm even more complicated by
adding two more components. The resulting system, called ReMixMatch [1],
will be presented at ICLR 2020 conference. The two main additions are:

1. Distribution alignment. The predicted probabilities on a batch of unlabeled
examples are scaled to match the distribution of the labels present in the
labeled subset. This allows to get significantly higher accuracies in CIFAR-
100 with very limited labeled examples. In practice, the scaling coefficients
are estimated using a running average of 128 batches.

2. Anchored augmentation. The target label (or probability distribution over
labels) for unlabeled examples is determined using weakly augmented ver-
sions of the images, while the prediction for the same images is computed
by using strongly augmented versions. Weak augmentation is the same aug-
mentation used in previous works. Strong augmentation used in ReMixMatch
is called CTAugment. CTAugment uniformly samples transformations from
Python Image Library to apply to the images (similarly to RandAugment)
but dynamically infers magnitudes for each transformation during the train-
ing process. Since CTAugment does not need to be optimized on a supervised
proxy task and has no sensitive hyperparameters, it can directly be included
in semi-supervised models to experiment with more aggressive data augmen-
tation. Intuitively, for each augmentation parameter, CTAugment learns the
likelihood that it will produce an image which is classified correctly. Using
these likelihoods, CTAugment then only samples augmentations that fall
within the network tolerance.

There are few other tricks, like using a self-supervised loss of predicting the
rotation angle (idea borrowed from S4L model, see Section 4.4). ReMixMatch
shares values with MixMatch for multiple hyperparameters, but notably, the
number of strongly augmented samples used in the consistency loss term is
changed from k = 2 to k = 8. In addition to the experimental setups used
in previous papers, the authors report performance on CIFAR-10 with only 40
labels, although they mention that they had to change one hyperparameter to
make their model work in that setup: the coefficient for the loss term responsible
for rotation prediction.

4.3 Methods based on Contrastive Predictive Coding

In [16], a novel method for unsupervised representation learning was introduced.
It is based on the so called InfoMax principle, which attempts to maximize
mutual information between representations of different “views” of the image
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(usually defined as various patches extracted from the same image). The repre-
sentation is trained by predicting the representation of the closest patch using
a contrastive loss, inspired by ideas from metric learning. The method is called
Contrastive Predictive Coding. The representations learned using this method
act as high quality features for downstream tasks. The model has many technical
details, e.g. using PixelCNN for aggregating representations of patches.

[10] extends this model with several tricks (e.g. layer normalization, random
flipping of patches, etc.) and applies it to semi-supervised setups. In particular,
they learn an unsupervised representation based on contrastive predictive cod-
ing using all images from ImageNet dataset, and then use the labeled subset
to train another classifier on top of the learned representations. Note that the
classifier is not a linear shallow model, it is another ResNet. This setup is pretty
hard to compare with other semi-supervised models. The authors report results
with various percentages of labeled examples. There are two commonly used
benchmarks for semi-supervised setup for ImageNet: with 1% labeled data (10
samples per class) and with 10% labeled data. CPCv2 is applied to both setups.

This paper was submitted to ICLR 2020, but was rejected. Later, another
paper critically analyzed the results obtained using CPC and similar methods
based on maximizing mutual information, and concluded that the experimental
successes presented in those papers are mostly due to similarities of these meth-
ods to deep metric learning (the triplet loss, hard negative mining etc.) and not
because of the quality of mutual information maximization [19]. Some progress
in this direction is reported in [3].

4.4 Semi-supervised Self-supervised Learning

Another complicated and multi-stage algorithm was described in [20], published
in ICCV 2019. They suggest to integrate self-supervised learning techniques into
semi-supervised learning. In particular, they focus on two known self-supervised
learning methods:

1. Rotation. Each unlabeled image is rotated by 90, 180 and 270 degrees and
along with the original one are given to a classifier which attempts to pre-
dict the rotation angle (4-class classification). The classifier has a ResNet
backbone, so it learns to extract useful features.

2. Exemplar. Two augmented versions of the same image are passed through
the classifier and the learned representations are trained to be similar. Triplet
loss is used to avoid collapse of representations.

These methods produce representations without using any labels. The new
method suggested in this paper, called semi-supervised self-supervised learning
(S4L) adds a regular classification loss term to the loss function, which is com-
puted only for labeled examples. At each iteration, two equal sized batches are
sampled: one from the set of labeled examples, another one from the set of unla-
beled examples. The loss for rotation prediction or exemplar is computed either
on unlabeled batch only, or on both batches. This choice does not affect the final
performance of these models.
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In the last part of the paper the authors describe a three-stage system which
brings state-of-the-art results on ImageNet:

1. Train a semi-supervised model using Virtual Adversarial Training (along
with entropy minimisation) with an additional classifier to predict rotation
of the image.

2. Use the model obtained from the first stage to generate pseudo labels for
all images of ImageNet. The labels are generated by taking the average of
predictions across five random crops and four rotations of the same image.
Train the same algorithm on the dataset using the predicted labels. Initalize
the weights from the network obtained in the first stage, and then train for
18 epochs while decaying the learning rate after 6th and 12th epochs.

3. Fine tune the model obtained in the second stage by using only the original
labels. This step is trained with weight decay 3 · 10−3 and learning rate
5 · 10−4 for 20 epochs. Learning rate is decayed 10x every 5 epochs.

The resulting model is called MOAM (mix of all models). The number of design
choices made in MOAM make it impractical to use for other datasets. Still, its
results were state-of-the-art as of January, 2020.

5 Current State-of-the-art: Back to Basics

Another branch of research in semi-supervised learning considers relatively sim-
ple, single-stage models. By changing a few details from previous approaches,
these papers reach new state-of-the-art results.

5.1 Unsupervised Data Augmentation

Unsupervised Data Augmentation (UDA) is a new model quite similar to VAT,
but replaces virtual adversarial example generation with a very strong augmen-
tation. In particular, they use RandAugment [6], which at the time was the
strongest data augmentation method known for CIFAR datasets. RandAugment
is inspired by AutoAugment [5]. AutoAugment uses a search method to combine
all image processing transformations in the Python Image Library (PIL) to find
a good augmentation strategy. In RandAugment, search is not used, instead the
augmentations are uniformly sampled from the same set of transformations in
PIL. Basically, RandAugment is simpler and requires no labeled data as there
is no need to search for optimal policies. It is important to note, that it is not
obvious how RandAugment should be configured for other datasets. As with
many other models, the branch of the network which guesses the label on the
non-augmented version of the image uses a fixed copy of weights and does not
pass the gradient through.

Additionally, UDA uses a training technique, called Training Signal Anneal-
ing (TSA), to reduce overfitting when there is a huge gap between the amount
of unlabeled data and that of labeled data. TSA gradually releases the “train-
ing signals” of the labeled examples as training progresses. It utilizes a labeled
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example if the model’s confidence on that example is lower than a predefined
threshold, which increases according to a schedule. The threshold for the con-
fidence is increased during the training by one of the three rules: logarithmic,
linear and exponential.

UDA is tested on CIFAR-10 and SVHN, but also on several sentence clas-
sification tasks. To perform data augmentation on sentences, they used back-
translation: translated each sentence into French and back into English using
an existing machine translation model. Although they reported state-of-the-art
results on almost all benchmarks, this paper was also rejected from ICLR 2020
due to the lack of novelty.

5.2 FixMatch

FixMatch [17] is the most recent algorithm in the line of relatively simple algo-
rithms and maintains the state-of-the-art scores for almost setups of CIFAR-10
and SVHN. Similar to UDA, it uses weakly augmented version of an image to
guess the label, and forces the network to output the same label on a strongly
augmented version of the same image. FixMatch uses CutOut [8] along with
RandAugment or CTAugment as a strong augmentation procedure known from
previous papers (UDA and ReMixMatch, respectively). In contrast to UDA and
other methods, FixMatch performs argmax on the guessed label, so it essen-
tially becomes equivalent to pseudo-labeling. Additionally, FixMatch ignores the
guessed labels if the confidence is lower than τ = 0.95 threshold.

Unlike MixMatch, FixMatch does not change the λ weight of the consistency
loss term during the training. The thresholding operation likely compensates for
that. λ is always set to 1. FixMatch uses SGD with a cosine annealing schedule.
It does not use MixUp, sharpening or distribution alignment.

The paper does extensive analysis on the role of various components. The
outcomes of their analysis might be helpful in subsequent research:

1. Stochastic gradient descent with momentum performs better than Adam
optimizer

2. Nesterov momentum is not significantly better than the regular momentum

3. Weight decay is extremely important. Changing weight decay value by 10x
might result in 10% absolute increase in error rate.

4. Sharpening instead of pseudo-labeling does not significantly change the re-
sults, so pseudo-labeling is chosen for simplicity.

5. The batch size for unlabeled data is set to be μ = 8 larger than the one for
labeled data. μ < 8 results in worse performance. μ > 8 does not improve
the performance.

6. Cosine decay of learning rate performs better than no decay. The difference
between linear and cosine decay schemes is not significant.

7. ImageNet requires a completely different set of hyperparameters (See Ap-
pendix C of [17]. The experiments are performed with batch size 1024 for
labeled and 5120 for unlabeled samples.
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Finally, FixMatch reports performance on an extremely low label scenario
which the authors call “barely supervised learning”. When only one image is
available per class, the performance of FixMatch strongly depends on the choice
of that single image. They show that when the samples are “representative” of
the class, the performance can reach 80% using only 10 labels (one per class).
On the other hand, if the samples are poorly chosen, the accuracy is below 40%.
The “representativeness” is measured by a technique which requires all available
labels, so this paper does not suggest an automatic method to determine the
best samples.

6 Conclusion

In this paper we have reviewed the recent developments in semi-supervised learn-
ing algorithms designed for image classification tasks. Most of the methods are
based on consistency regularization. Few methods attempt to combine it with
ideas from unsupervised representation learning and metric learning. Despite
the significant progress in terms of accuracy on a couple of benchmarks, the
methods still suffer from severe instability with respect to hyperparameters and
fail when the distribution of unlabeled samples is shifted. We expect the future
work in this area to focus on making the methods more practical in real-world
applications. On the other hand, the methods developed for image classification
are expected to be transferred to other tasks and domains.
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Abstract. There are three main problems for theorem proving with a
standard cut-free system for the propositional fragment of minimal logic.
The first problem is the possibility of looping. Secondly, it might generate
proofs which are permutations of each other. Finally, during the proof
some choice should be made to decide which rules to apply and where to
use them. In order to solve the rule selection problem, recurrent neural
networks are deployed and they are used to determine which formula
from the context should be used on further steps. As a result, it yields
to the reduction of time during theorem proving.

Keywords: Automated theorem prover · minimal logic · loop detection
· recurrent neural network.

1 Introduction

The sequent system GM− for minimal logic was introduced in [1]. GM− is a
permutation-free sequent system; it avoids the problems of permutations in the
cut-free sequent system of Gentzen. GM− partly addresses the looping problem
and hence is advantageous as a system for theorem proving. However, the naive
implementation of GM− will lead to the possibility of looping. Some looping
mechanisms have been considered earlier in [2], [3], [4].

In this paper following [2] one type of history mechanism is considered. In
this system the problem of looping is removed, but the problem of rule selection
remains unsolved. There is a stoup selection rule, when a formula from the
context should be selected to be considered as a stoup.

There are different kind of systems in which rule selection problem leads
to proof search inefficiency issues. Because of that problem automated theorem
provers based on that systems experience some difficulties. [5] and [6] show some
approaches of applying machine learning methods in the field of automated the-
orem proving.

2 Loop Detection

Further in the text we follow well known definitions of a formula, sequent, proof,
context, stoup, equivalence of the systems as in [4], [7].
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A,Γ ⇒ B; ε

Γ ⇒ A ⊃ B;H
(⊃ R1) ifA �∈ Γ

Γ ⇒ B;H

Γ ⇒ A ⊃ B;H
(⊃ R2) ifA ∈ Γ

A, Γ ⇒ ⊥; ε

Γ ⇒ ¬A;H
(¬R1) ifA �∈ Γ

Γ ⇒ ⊥;H

Γ ⇒ ¬A;H
(¬R2) ifA ∈ Γ

Γ ⇒ A; (C,H) Γ
B−→ C;H

Γ
A⊃B−−−→ C;H

(⊃ L) ifC �∈ H

Γ ⇒ A; (C,H) Γ
⊥−→ C;H

Γ
¬A−−→ C;H

(¬L) ifC �∈ H

Γ
A−→ C;H

Γ
A∧B−−−→ C;H

(∧L1)
Γ

B−→ C;H

Γ
A∧B−−−→ C;H

(∧L2)

Γ ⇒ A;H Γ ⇒ B;H

Γ ⇒ A ∧B;H
(∧R)

A,Γ ⇒ C; ε B, Γ ⇒ C; ε

Γ
A∨B−−−→ C;H

(∨L) ifA,B �∈ Γ

Γ ⇒ A;H

Γ ⇒ A ∨B;H
(∨R1)

Γ ⇒ B;H

Γ ⇒ A ∨B;H
(∨R2)

A,Γ
A−→ B;H

A,Γ ⇒ B;H
(C)*

Γ ⇒ A; (A,H)

Γ
⊥−→ A;H

(⊥) Γ
A−→ A;H (ax)

* B is either a propositional variable, ⊥ or a disjunction.
A, B, C are formula. Γ , H are sets of formula.

B, Γ is shorthand for {B} ∪ Γ .

Fig. 1. The propositional system SwMin
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One way to prevent loops is to add a history to each sequent. The history
is the set of all sequents that have occurred so far in a proof tree. After each
backwards inference the new sequent (without its history) is checked to see
whether it is a member of this set. If it is we have looping and we backtrack. If
not the new history is the union of the new sequent (without its history) and
the old history, and we try to prove the new sequent, and so on.

The approach requires lots of sequents to be stored and on every step the list
should be used for specific checkings. All that is quite inefficient as the sequents
being stored contain much more information than actually needed to proceed.
To prevent looping we can keep few information and satisfy the requirements.

The main idea behind to reduce the history and check the loops is the fact
that only goal formula need to be stored. The rules of GM− are such that the
context cannot decrease; once a formula is in the context it will remain in the
context of all sequents above it in the proof tree. For two sequents to be the
same they obviously need to have the same context. We may empty the history
every time the context is extended, since we will never get any of the sequents
below the extended one again. Goal formulas are the only ones to be stored in
the history. If we come across a goal already in the history we have the same
goal and the same context as another sequent, that is, a loop.

There are two slightly different approaches to doing this. There is the straight-
forward extension and modification of the system which we shall call a SwMin,
and there is an approach which involves storing more formula in the history, but
that detects loops more quickly. This we will call as ScMin, and the implemen-
tation is in some cases more efficient than the SwMin.

In scope of considered systems sequent Γ ⇒ C;H has context Γ , goal C,

history H and no stoup, and sequent Γ
A−→ C;H has context Γ , goal C, history

H and stoup A. When the history has been extended we have parenthesised
(C,H) for emphasis, while by ε we denote empty history. The SwMin system
is displayed in Figure 1, and the ScMin system in [2].

Theorem 1. [2] The system SwMin and GM− are equivalent.

The idea is focused on constructing proof trees based on a given pattern in
a first system and considering inference rule under the focus. Detailed proof can
be found in [2].

3 Rule Selection

In SwMin the problem of rule selection remains unsolved. There is a stoup selec-
tion rule, when a formula from the context should be selected to be considered as
a stoup. Though this is inefficient as it requires many branches to prove, which
may be unnecessary. We developed prover SwProv based on SwMin system.
To avoid the rule selection problem neural networks are deployed in the SwProv
prover (SwNNProv), which helps us to make ”right” decisions. At each step
of the proof, if there are multiple choices of the inference rule to be applied at
the current step, neural network is used to determine which formula from the
context will become a stoup.
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3.1 Sequent To Vector Transformation

Firstly, all formulas in sequents are represented in prenex normal form. To be
able to use neural networks in the proof search it is necessary to train network
model against provable sequents. To proceed with that we introduce numerical
representation for the sequents assigning a specific number to each symbol. Based
on that representation similar formulas will get identical vectors.

Autoencoders [8] are trained to get fixed length encoding for each sequent.
Two slightly different approaches are experimented. In the first one (AE) under-
complete autoencoder is used in order to get encoding of the numerical repre-
sentations of the sequents using L2 loss function:

LossAE =
1

2N

N∑
i=1

(x(i) − ˆx(i))2, (1)

where N is the number of examples, x is the numerical representation of the
sequent, while x̂ is the output of the autoencoder.

Second approach (CAE) differs from the first one in terms of the loss function.
As representations of the similar sequents are close to each other, hidden layer of
the autoencoder has to be less sensitive to the inputs changes. So the intuition
of the contractive autoencoders [9] is used to modify the loss function:

LossCAE =
1

2N

N∑
i=1

(x(i) − ˆx(i))2 + λ
1

N

N∑
i=1

∥∥∥∇x(i)h(x(i))
∥∥∥
2

F
, (2)

where ∥∥∥∇x(i)h(x(i))
∥∥∥
2

F
=

M∑
j=1

L∑
k=1

(
∂h(x(i))j

∂x
(i)
k

)2

(3)

h is the representation of the hidden layer, N is the number of examples,M is the
size of hidden layer, L is the size of input layer, x is the numerical representation
of the sequent, x̂ is the output of the autoencoder, λ is the hyper-parameter that
controls the strength of the regularization.

So, ∇x(i)h(x(i)) is the jacobian of the encoder and the minimisation of the
Frobenius norm of the jacobian matrix, which is the sum squared over all ele-
ments inside the matrix, results the encoder to keep only the ”useful” informa-
tion. The comparison between two approaches and the retention quality each of
the methods shown in Figure 2.
As a result we get numerical representation (encoded vectors) for the sequents.

3.2 Recurrent Neural Networks in Proof Search

Standard library of propositional logic problems is used as a training dataset.
More than 100000 formulas are generated with the help of 5000 predefined for-
malas of minimal logic. Some formulas are added to the dataset from the TPTP
problem library [10] too. For each element in training set SwProv prover is run
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and training examples are generated. At each point of proof tree, where a stoup
formula has to be selected, all sequents in that branch of tree are considered and
sequence of vectors is generated by ”Sequent to Vector” transformation. To dif-
ferentiate successful outcomes while training neural network one needs to take
numerical representation for each stoup candidate formula and corresponding
ground truth label (whether this is the right selection).

Two types of recurrent neural network are deployed, where the first one
consists of gated reclified unit (GRU) [11] as recurrent layer and 2-dense layers
with skip connections [12], while the second one consists of LSTM [13] layer
and 2-dense layers with skip connections. The output of recurrent layer (feature
vector extractor module) is concatenated with numerical representation of stoup
candidate and then is mapped into 2-length one-hot encoded vector via dense
layer with softmax activation function. As a final step cross entropy is used as a
loss function:

Hp(q) = − 1

N

N∑
i=1

yi ∗ log(p(yi)) + (1− yi) ∗ log(1− p(yi)), (4)

where y is the label and p(y) is the predicted probability of the candidate formula
being right for all N examples.

Method Retention Loss
AE 0.015
CAE 0.014

Method Precision Recall F1 Accuracy
AE + GRU 0.7 0.74 0.72 72%
CAE + GRU 0.7 0.75 0.72 73%
AE + LSTM 0.71 0.75 0.73 73%
CAE + LSTM 0.72 0.78 0.75 75%

Fig. 2: Autoencoders Fig. 3: Quality metrics for different
retention comparison. approaches of the problem.

As it is more important not to drop the right subtrees (misclassify as 0) rather
than keep more erroneous subtrees (misclassy as 1), loss function is changed by
adding penalization term for recall, and also prediction threshold is changed to
get higher value of recall. Figure 3 shows quality metrics for different approaches
calculated on the testing dataset. It is obvious, that LSTM network with con-
tractive autoencoder compression is the best one with 75% accuracy and 0.78
recall.

As a result, the unnecessary branches of the proof tree are removed in almost
75% of cases, which leads to the reduction of time during automated theorem
proving.

3.3 Inference

In order to reduce processing time during automated theorem proving, recurrent
neural networks are deployed. As the network inference is computationally very
expensive and the main goal was to reduce consumed time during rule selection,
some inference reductions and benchmarkings are done. NVIDIA TensorRT is
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applied to the model for getting the benefits like layer/tensor fusion and auto-
matic precision calibration. It turns out, that using float16 instead of float32
during inference does not significantly affect to the accuracy, while it speeds up
the inference. Figure 4 shows how many inferences per second can be done for dif-
ferent GPUs with different architectures, also with and without using TesnorRT
and with float32 or float16 arithmetics.

GPU Architecture without
TensorRT
(inf/sec)

TensorRT
float32
(inf/sec)

TensorRT
float16
(inf/sec)

Nvidia P100 Pascal 870 1200 1400
Nvidia K80 Kepler 250 350 400
Nvidia V100 Volta 1100 1600 3100
Nvidia T4 Turing 740 1000 1900
Nvidia Jetson Nano Maxwell 50 65 70

Fig. 4: Inference benchmark.

4 Results

In result of constructing new proof systems for propositional fragment of the
minimal logic and deploying concept of neural network in the prover experi-
ments revealed proof search space reduction and the level of accuracy up to 75%
training 150 epochs.

Example SwProv SwNNProv
(A ∧ ¬A) ⊃ B 2.1 1.5
(A ⊃ B) ⊃ (A ⊃ C) ⊃ (A ⊃ (B ⊃ C)) 2.6 1.2
((¬¬A ⊃ A) ⊃ A)∨ (¬A ⊃ ¬A)∨ (¬¬A ⊃ ¬¬A)∨ (¬¬A ⊃
A)

4.4 4.6

¬¬((¬A ⊃ B) ⊃ (¬A ⊃ ¬B) ⊃ A) 42 25
((((A ⊃ B) ⊃ ((B ⊃ C) ⊃ (A ⊃ C)))) ⊃ C) ⊃ ((B ⊃ C) ⊃
(((((A ⊃ B) ⊃ ((B ⊃ C) ⊃ (A ⊃ C)))) ∨B) ⊃ C))

37 16

(((((A ⊃ B) ⊃ ((C ⊃ B) ⊃ ((A ∨ C) ⊃ B)))) ⊃ C) ⊃
(((((A ⊃ B) ⊃ ((C ⊃ B) ⊃ ((A ∨ C) ⊃ B)))) ⊃ ¬C) ⊃
¬(((A ⊃ B) ⊃ ((C ⊃ B) ⊃ ((A ∨ C) ⊃ B))))))

129 15

(((G ⊃ A) ⊃ J) ⊃ ((P ∨ (Q&P )) ⊃ P ) ⊃ E) ⊃ (((H ⊃
B) ⊃ I) ⊃ C ⊃ J ⊃ (A ⊃ H) ⊃ F ⊃ G ⊃ (((C ⊃ C) ⊃
I) ⊃ ((P ∨ (Q&P )) ⊃ P )) ⊃ (A ⊃ C) ⊃ (((F ⊃ A) ⊃ B) ⊃
I) ⊃ E)

869 174

(((((G ⊃ A) ⊃ J) ⊃ D ⊃ E) ⊃ (((H ⊃ B) ⊃ I) ⊃ C ⊃
J ⊃ (A ⊃ H) ⊃ F ⊃ G ⊃ (((C ⊃ B) ⊃ I) ⊃ D) ⊃ (A ⊃
C) ⊃ (((F ⊃ A) ⊃ B) ⊃ I) ⊃ E))&B) ⊃ ((((G ⊃ A) ⊃
J) ⊃ D ⊃ E) ⊃ (((H ⊃ B) ⊃ I) ⊃ C ⊃ J ⊃ (A ⊃ H) ⊃
F ⊃ G ⊃ (((C ⊃ B) ⊃ I) ⊃ D) ⊃ (A ⊃ C) ⊃ (((F ⊃ A) ⊃
B) ⊃ I) ⊃ E))

1359 96

Fig. 5: Proving time comparison.

-140-



Compared to the prover without neural network time spent for the proof is
reduced for almost twice. Figure 5 shows the comparison between SwProv (based
on SwMin system, with the rule selection problem) and SwNNProv (LSTM net-
work powered prover) automatic theorem provers. In complex formulas SwN-
NProv obviously is performing much efficient and faster.

5 Conclusion and Future Work

In this paper, three main problems of theorem proving with a gentzen-style
cut-free system of minimal logic are considered. The main contribution of this
work is to solve the rule selection problem, in the way of expressing it as a ma-
chine learning problem and proposing methods for solving it based on recurrent
neural networks. A discussion on different representations of sequents has been
provided. In particular, representations using two types of autoencoders have
been proposed. A new approach based on different types of recurrent neural net-
works was introduced for solving the rule selection problem. Our contribution
in this part was to adapt these algorithms to the automated theorem provers
for reducing the proof tree, which to our knowledge have never been addressed
before. Also, some optimizations and benchmarkings are done in order to have
a faster model during inference.

From an experimental point of view, our contribution lies in the comparison
of models for rule selection using two types of autoencoders with LSTM and
GRU cells. These experiments were performed for the different types of minimal
logic formulas and it’s superpositions. Results show that our approach obtains
good results and it reduces the proof time for almost twice.

Future research should be devoted to the development of new types of ma-
chine learning models (bidirectional RNNs, attention mechanisms) and to the
training of new models based on enriched dataset of minimal logic formulas.
Regardless, future research could continue to explore the first-order and modal
fragments of minimal logic.
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Abstract. Cloud management solutions provide full real-time visibility into mod-
ern software-defined data centers (SDDC) of high complexity and sophistication 
through measuring millions of indicators with increasingly high sampling rate. 
This high frequency monitoring of metrics allows capturing the expected ever-
growing dynamism of business-critical applications resulting in huge bases of 
time series data to be stored for analysis, pattern detection, and training predic-
tive/forecasting models. That causes high analytics overhead and product perfor-
mance issues. Therefore, identifying optimal sampling rates of time series data 
subject to preserving their main information content could mitigate this issue. A 
particular use case is tuning the sampling rates to be efficient for training ML 
models accurate enough in analytics tasks, such as anomaly detection. In this 
paper, we analyze a large collection of cloud application metrics and show that 
the sampling rate can be substantially reduced with a small information diver-
gence. Moreover, we show that those anomaly detection modules perform suffi-
ciently/tolerably accurate for the reduced data sets. 

Keywords: Time series, sampling rate, information loss, information diver-
gence, forecasting, anomaly detection, ML model training. 

1 Introduction and Motivation 

Cloud management products (see Wavefront [1] and vR Ops [2]) are aimed at designing 
monitoring solutions of high precision and increasingly wider coverage of data center 
administration aspects. Often these solutions are enabled with a high frequency of sam-
pling rate of data center indicators that is targeted to acquire a maximum level of infor-
mation to take actions toward many product frontiers (such as performance sustainabil-
ity, scale optimization etc.). On the other hand, samples acquisition at maximum pos-
sible rate implies various costs that affect efficient resource management and design of 
data-driven analytics. Therefore, tuning the monitoring solutions according to “ade-
quate” or “efficient” sampling rates will result in a reduction of data management over-
heads, noise, and save extra compute and storage resources for various on-demand 
tasks.
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Our investigation deals with experimental evaluation of efficient sampling rates of 
time series data in Wavefront subject to two important criteria: 
- preserving the original distribution of the metric with minimum information loss,

while reducing its sampling rate;
- preserving the information value of the metric in terms of accuracy of ML models

we train on to deliver important analytics features in the product, while reducing its
sampling rate.
Based on such an analysis, we can categorize our initial data base of time series into

classes, where each class is characterized by its own efficient sampling rate (reflecting 
the nature/dynamism of individual flows).  

We investigate the problem from anomaly detection and forecasting perspectives 
(using ARMA-based [3] and W-TSF [4] forecasting and anomaly detection systems in 
AI Genie [3]) to guarantee that the information loss does not affect the extreme behav-
iors in the reduced data set and quality of predictions. Our prototype algorithms are 
applied on more than thousand time series metrics from Wavefront to perform experi-
mental validations. We demonstrate that significant reductions in sampling rates can be 
achieved while still providing accurate ML models for performing those important 
tasks in the product.  

The application monitoring solution by Wavefront is designed to get deep insights 
from the underlying system with high-frequency sampling rate of time series (1 p/s) for 
all monitored metrics. This makes it an effective tool for application performance anal-
ysis and optimization, efficient capacity management and proactive planning, etc., with 
an intelligent time series query language. Wavefront as a high-performance streaming 
analytics platform also provides an alternate view (called AI Genie, see Fig. 1) to cus-
tomer chart data that mainly focuses on anomaly detection and forecasting of monitored 
data. 

Fig. 1. Wavefront’s AI Genie. An anomaly detection chart on forecasted time series data. 

2 Sampling Rate Reduction 

The dataset we experimented with consists of 1530 metric time series (44,392 observa-
tions each) collected by Wavefront while monitoring the environment providing the 
product’s cloud service to the customers. As more interesting are high variable time 
series, we filter out the dataset metrics with some level of consecutive constant behav-
ior.  

-144-



2.1 Analyzing Information Loss 

To analyze the data distribution of the corresponding sampling rate, we specifically 
look into only the data values that were collected under lower frequencies. Fig. 2 illus-
trates ten times sample reduction principle to alerting.query.reissue_latency.duration.s 
metric original data. 

Fig. 2. alerting.query.reissue_latency.duration.s metric data values under 1 p/s (blue)  vs. 1 
p/10s (yellow) rates. 

The incremental reduction of sampling rates leaves with ten distinct datasets corre-
sponding to data with sampling frequency ranging from 1 sample per second to 1 sam-
ple per 10 second. Fig 3a and 3b show an example of the visual difference between ten- 
and zero-times reduced alerting.alerting_period.duration.max metric data that Wave-
front has gathered from monitoring sample cloud application. 

(a) (b) 

Fig. 3. alerting.alerting_period.duration.max metric sampled at (a) 1p/s and (b) 1p/10s. 

Each metric of time series dataset with respect to each sampling rate from 1 to 10 
per second, consists of different values spread in different range of intervals. Our ap-
proach is to divide the range of each metric into high-granularity (thousand) sub-inter-
vals and compute the relative frequency of data points that fall into those for construct-
ing relevant histogram distributions. The goal is to get an estimate of the probability 
distribution/mass function of the metric and see how the sampling rate reduction dis-
torts it. Then the obtained relative frequencies for each metric and its reduced version 
can be interpreted as probability distributions of those. Fig 4 depicts histogram distri-
butions of the original and 10-times reduced data. 
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(a) (b)

Fig. 4. Histogram distributions of (a) original and (b) reduced data of the same metric. 

As our incentive is to measure in what significance does the sampling rate reduc-
tion affect the loss of information, we look into the Jensen-Shannon divergence/dis-
tance (also referred to as JSD) that is a method based on Kullback-Leibler divergence 
[5] measuring the closeness between two probability distributions. For any probability
distributions P and Q, the JSD is defined by the formula:,  , , ,

where  and ,  is the KL divergence between probability distributions P 
and . JSD varies between 0 and 1. To see how similar the probability distributions of 
original and reduced sampling rated data are, we compute the relevant JSD. 
 As a result of information loss analysis, we found out that despite the dramatic 
change in sampling rate, the significant information content is preserved in most of the 
metrics that are monitored. We verified that 1290 out of 1312 metrics experience no 
more than 4% information loss (see Fig. 5) while reducing the sampling rate ten times. 
In this way, we were able to categorize application metrics based on their sensitivity to 
the sampling rate and refer to ten times lower sampling rate as general sampling rate 
for 1290 metrics to guarantee the information loss tolerance.  

Fig. 5. Information loss experienced by all metrics of sampled at 1p per 10s rate. 
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Although most metrics turned to be indifferent to sampling rate reduction in terms 
of information loss, there is a group of metrics which need preserving the predefined 
sampling rate. Those metrics express high variability and dynamic changes of the sys-
tem; hence, high-frequency sampling will be required to detect their abnormality be-
haviors and other important patterns for reliable management purposes.  

2.2 Seasonal Trend Decomposition 

The sampling rate reduction may affect the monitored object data from the perspective 
of change in seasonality and trend. We conducted Seasonal Trend Decomposition (also 
referred to as STL) filtering procedure for decomposing a seasonal time series. The 
comparison of STL results applied on the original and ten-times reduced data set 
demonstrated that none of the metrics in our dataset experience variations in seasonal 
and other effects being sampled at 1 point per 10 seconds frequency. Thus, we see that 
such a high reduction of sampling rate with low information loss is still tolerable in 
terms of a quality statistical analysis of the data.

3 Performance Analysis of Algorithms and Related Art 

Performance analysis of algorithms for time series data has been mainly conducted in 
the context of cross-validation strategies. An interesting empirical evaluation of fore-
casting algorithms by Cerqueira et al [6] demonstrates that cross-validation approaches 
can be applied to stationary time series. However, according to their study, in case of 
many real-world data sets with presence of different sources of non-stationary behavior, 
“the most accurate estimates are produced by out-of-sample methods that preserve the 
temporal order of observations”. Compared to such a classical cross-validation setting, 
we are interested in validating ML models subject to information loss induced by sam-
pling rate reduction. Data reduction in production analytics is an important technology 
challenge (see Poghosyan et al [7]. Relevant ideas linking to information bottleneck
principle can be found in Harutyunyan et al [8]. 

3.1 Time Series Forecasting and Anomaly Detection 

Wavefront also provides advanced analytical functionality in terms of time series fore-
casting and anomaly detection - mechanisms that enable its customers to promptly dis-
cover anomalous patterns in the data indicating possible misbehaviors within the work-
flows of the monitored environment. In particular, AI Genie applies two different 
anomaly detection and forecasting algorithms (ARMA-based [3] and W-TSF [4]), see 
Figs 6 and 7, respectively. The ARMA-based approach of anomaly detection incorpo-
rates multiple competitive models using online forecast engine to discover the set of 
anomalies in a whole testing window of forecasts in individual metric streams with 
respect to anomaly sensitivity of data in a given window. This algorithm describes the 
short-term temporal dependent patterns in the time series using autoregressive moving-
average (ARMA) model. It calculates the forecast confidence bounds based on the 
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residual error of the selected ARMA model and the user-provided confidence interval 
parameter.  The algorithm performs anomaly detection on complete set of forecasted 
window values directly. 

Fig. 6. ARMA-based anomaly detection in AI Genie. 

Fig. 7. W-TSF anomaly detection in AI Genie. 

W-TSL technology leverages offline pre-trained neural network models and hypoth-
esis testing procedures to achieve confidence bound-assist anomaly detection using 
transformations of data from non-stationary into a stationary process [4]. In contrast to 
ARMA-based algorithm, W-TSL starts iterating over the time series with sliding test 
window principle (Fig. 8) and calculates anomaly scores for each of the slide window 
using the set of forecasted values only for candidate slide window itself.  

Fig. 8. Example of moving test windows (blue regions) used by NN based anomaly detection 
algorithm
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If the anomaly score for a time window (e.g., 5 min) crosses a threshold (80% as a 
default value), then the window is declared to be anomalous (and alert is triggered). 
The anomaly score is computed by the percentage of data points outlying the confi-
dence bounds of the anomaly detection algorithm, so it varies from [0,1]. 

Even though the above mentioned two algorithms introduce non-similar architecture 
designs and approaches to forecasting and anomaly detection task, they still rely on 
substantial amount of historical data to provide fundamental and accurate analytics on 
top of that. 

3.2 Validating Efficient Sampling Rates for Forecasting and Anomaly 
Detection 

To estimate if the reduced time series data set is still preserving its utility for training 
ML models (such as ARMA-based and W-TSF), we run the following experiment. 
We use 1290 metrics, each with its original (44392 data points) and reduced sampling 
rate with the tolerable information loss. Then we compare the results of anomaly 
detection performed by two algorithm using AI Genie running on production. The 
algorithms function by taking 20% of historical data at the start for learning and 
continuously moving forward to produce forecast and anomaly detection for the rest 
of the data. Figures 9 and 10 illustrate combination charts of the number of anomalies 
in the original and sampled datasets provided by the algorithms, respectively, across 
all metrics, after declaring the total count of anomalies at the end of experiment for 
each of the metrics.

Fig. 9. ARMA-based anomaly count chart of original vs. sampled (ten times reduced) 1290 
metrics data. 

Fig. 10. W-TSF anomaly count chart of original vs. sampled (ten times reduced) 1290 metrics 
data.
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As a result of our experiment (see. Table 1) we discover that W-TSF anomaly de-
tection on ten-times reduced metric dataset provides almost identical distributions of 
anomalies in the test window. ARMA-based algorithm was more sensitive to the re-
duction with loss of 11% of anomalies.  

Table 1. Number of anomalies detected by algorithms on test windows of original and ten 
times sampled datasets. 

ML Algorithms Original data Ten times reduced data 
ARIMA-based 7561 6669
W-TSF 8530 8571

Figs 11 and 12 show that the mean squared errors (MSE) of anomaly scores between 
original and reduced data (that both algorithms adopt as a measure to define anoma-
lies/alerts on). The average metric MSE for ARMA-based algorithm is 0.0083 and the 
same average for W-TSF is 0.0135. So, for both algorithms we get a low difference in 
anomaly scores, which implies that anomaly detection algorithms still provide adequate 
predictions with much sparser data sets. Additionally, with reduced data sets we get 
significantly (10 times) less memory utilization and Disk IO.  

Fig. 11. MSE between anomaly scores in test window of original and sampled (ten 
times reduced) metrics data using ARMA-based anomaly detection. 

Fig. 12. MSE between anomaly scores in test window of original and sampled (ten times re-
duced) metrics data using W-TSF anomaly detection. 

This verifies our intuition that the data reduction subject to tolerable information loss 
(according to Section 2) could also provide anomaly predictions enough accurate com-
pared to baselines. Such a reduction implies an essential gain in overall performance 
for every streaming operation with the data. Based on the proposed analysis and related 
algorithms, we recommend the product the efficient sampling rates learned for effective 
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data management and analytics. Our algorithms can be regularly run to re-estimate 
those efficient rates with application evolution/dynamics. 

4     Conclusion

We described an information-theoretic approach to estimating efficient sampling rates 
of monitoring flows while preserving their information content. Our experiments on a 
large data set measured by Wavefront demonstrate that significant reduction levels can 
be achieved with very low information loss. With such an approach we can substantially 
reduce the data management and analytics overhead forced by high-frequency moni-
toring and real-time analysis/representations of data center processes in daily opera-
tions. Those experiments prove that complex ML models can be still trained within the 
product with acceptable accuracies on substantially reduced data sets. It also improves 
performance of AI features of a cloud management product in terms of forecasting and 
anomaly detection.  
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Abstract. Cloud management technologies increasingly automate different as-
pects of data center administration, where the final goal is to make self-driving 
solutions. Learning fingerprints of KPI- or SLO-impacting performance prob-
lems in IT infrastructures is a relevant task towards such a vision. Instead of de-
fining problem types for data center components (resources/objects of various 
kinds) using domain knowledge, which is hard to obtain and unreliable because 
of complexities and sophistication of modern cloud systems, we propose a ML 
framework to detect those issue categories. Then alerting engines can run on top 
of those patterns to notify the users on conditions that are impacting system’s 
KPIs thus providing explainability for troubleshooting and long-term perfor-
mance optimization of the infrastructure. We consider several scenarios for learn-
ing problem definitions in terms of constructs by vRealize Operations – one of 
the leading solutions in the cloud management market. Using association rules 
mining concepts we can recommend problem patterns (fingerprints) in form of 
minimum size attribute combinations that constitute core structures highly asso-
ciated with degradation of the KPI or SLO loss. We demonstrate experimental 
insights on virtualized environments applying our prototype algorithm. 

Keywords: Data Center Management, Problem Fingerprint, Association Rules. 

1 Introduction 

One of central tasks in management of cloud computing environments/applications is 
maintaining required “health” of those systems measured by behavior of Key Perfor-
mance Indicators (KPI) or Service Level Objectives (SLO) as thresholds on those KPIs. 
Normally, cloud operations solutions (including vRealize Operations (vR Ops) [1] and 
vRealize Log Insight (vR LI) [2]) allow manual configuration of alerts/problems with 
abnormality conditions that user percepts as precursors of important deviations from 
typicality. In those products users define their own problems with an appropriate alert 
workflow. They can deal with composite anomalies with conditions defined manually 
and get notified in case of their occurrence. It is thus assumed that those self-defined 
conditions might impact the data center operations worth paying attention to and hence 
introduce a user-controlled alerting noise. However, it brings a new issue in terms of 
unfeasible manual and ad-hoc configuration efforts for large-scale data centers hardly 
tractable by expert knowledge. Moreover, unreliable problem definitions may introduce 
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high rate of missed (false negative) alerts. Our framework introduces a learning ap-
proach for identifying the core (performance) problem patterns or fingerprints subject 
to SLO loss. Those environment-specific problem specifications as min-size anomaly 
ensembles represent the basic anomaly definitions capable of detecting deteriorating 
health or a potential SLO violation. We propose criteria to rank problems to effectively 
handle the alerts in terms of system remediation and show results on a real environment. 

Several scenarios towards automation of problem definitions at attribute layer of IT 
resources/objects are discussed. This means that we propose to recommend the user 
those attributes of the infrastructure/application which are highly associated (ranked) 
with KPI degradation and need to be reflected in problem definitions. In other words, 
the user is offered to “codify” his/her problems primarily with atomic abnormality 
(symptoms) conditions on the indicated attributes which are able to decrease the KPI 
by some pre-specified degree that the user does not want to be ignorant of. This will 
forewarn the user regarding potentially significant KPI decline to prevent unwanted 
loss and take actions to depress the active anomalies. Moreover, by mining association 
rules we can recommend problem patterns (fingerprints) in form of minimum size at-
tribute combinations that constitute core structures highly associated with degradation 
of the KPI or its loss. This approach can lead to full definitions of problem alerts in an 
automatic way, while learning rules with specific abnormality conditions (symptoms) 
occurring on those attributes. 

The continuity assumption. In general, we assume that the SLO loss is a gradually 
evolving process impacted by increasing number of anomalies in the system. So, if 
some abnormality conditions/combinations are associated with tolerable KPI degrada-
tions, they are precursors of higher degradations and SLO loss. 

In section 2 we discuss the concept of the problem fingerprint. In Section 3 we in-
troduce criteria for ranking objects attributes/indicators in terms of their association to 
real performance issues, to characterize their ability to leave fingerprints. Based on 
those criteria we can build different association rules using the relevant machine learn-
ing framework and foresee several implementation scenarios of different complexity 
and depth (Section 4). In Section 5 we demonstrate experimental results from a real 
environment with attribute-level analysis of the problem fingerprinting and their trans-
action patterns as rules of associations that define attribute fingerprints. 

2 The Concept of Problem Fingerprinting 

Based on the Dynamic and Hard Thresholding techniques ([3], [4]) employing sophis-
ticated statistical inference methods on time series metrics measured from the entire 
data center, vR Ops is capable to detect every atomic change/outlier (against histori-
cally representative behavior of the monitoring flow) or anomaly occurring in the sys-
tem not primarily yielding a malfunction. Extra sources for atomic anomalies can be 
different monitoring platforms such as log management products (e.g., vR LI [2], see 
relevant ML approaches [5]-[7] developed in this area). Those anomalies are then hier-
archically employed to estimate the overall statistical health of IT resources and entire 
infrastructure stack based on their volume and distribution. Within this approach to 
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anomaly detection, those atypical events (alarmed to the user) are not necessarily linked 
to a performance indicator that would allow qualifying them as real performance prob-
lems (i.e., situations with significant drops in the KPI) as well as quantifying their im-
pact on the system.   

With historical analysis of DT and HT violations (as anomalies with symptoms DT-
above/below, HT-above/below, respectively) for an object kind as basic anomaly space 
in vR Ops, as well as other relevant events of different types (configuration, properties, 
log-related alarms), we are interested in identifying those object attributes that 

1) are highly associated with the KPI degradation according to different criteria;
2) constitute patterns in their combinations/transactions that are collectively

well-associated with the KPI drop.
Those patterns are called problem fingerprints as the most consistent structures that 

we observe in the system such that they make a “rule”. For determination of those rules 
we apply the machine learning framework of association rules.  These constructions 
will logically lead to an efficient control over the critical anomalies and their blocks 
making a fundamental layer of the management analytics to proactively prevent poten-
tial regression of the system state into a serious performance issue or dysfunction. In 
the experimental part of our work we show that those core patterns, characterizing the 
Virtual Machine (VM) object kind, exist and can be recommended to feed the alerting 
engine.  

Problem fingerprinting is of high importance for users of very large and complex 
environments enabling them to gain deeper insights into performance specifics of own 
infrastructures and applications. Prior related art in this domain was mainly focused on 
similarity analysis of data center incidents in their reoccurrence (see PhD thesis by 
Bodik [8], references therein, including a direct ascendant work by Cohen et al [9] on 
identifying crisis signatures). Our approach differs in nature, it is about learning im-
portant combinations (rules) of atypical states of data center flows subject to their po-
tential impact on a KPI. This provides a linkage between all statistically unexpected 
events and their consequences on the system performance thus reducing event noise. 
Moreover, we quantitatively characterize several aspects of those rules to be used for 
weighing their risk/impact. The main use case applications of this learning are automa-
tion of alert definitions (a recommender system for performance-oriented alerting) in 
cloud management products and explainability of the situations with SLO loss for tar-
geted troubleshooting and root cause localization.    

3 Characterization Criteria for Attributes 

To measure which indicators/attributes (type of an IT process) of a resource/object kind
(e.g., VM, or any custom group of infrastructure elements) are highly important to in-
clude in a problem definition or able to make a fingerprint individually, first we look at 

1. in what frequency their events (DT/HT violations, etc.) are historically asso-
ciated with the KPI degradation;

2. the degree of KPI degradation those attributes are associated with;
3. how many other attributes have co-occurring events during the KPI decline;
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Based on those criteria we summarize 3 scores for each of an attribute in a resource 
kind, namely 

Participation rate; 
KPI metric (health) degradation rate; 
Co-occurrence index. 

In particular, 
the participation rate is the prior probability of the attribute association with 
SLO loss; 
the attribute’s health degradation rate shows the average degradation in the 
KPI when both the SLO loss and attribute’s events are observed; 
the co-occurrence index of an attribute explains the weighted average count 
of co-occurring attributes (in terms of their events) at SLO losses. 

The weights in the co-occurrence index are measured by frequencies of the attribute 
participation in event groups (occurring at the SLO loss) of different lengths. Final rank 
of an attribute as a priority recommendation index, to consider it as an individual fin-
gerprint, is defined by a function on those scores. We omit this part for further study. 

4 Learning Association Rules 

The machine learning framework of association rules makes a relevant fit to our goal 
of finding attribute-transactions-based association patterns with the KPI behavior, in 
addition to individual association scores. The work [10] which introduces this transac-
tions mining approach of different interestingness criteria has been applied in various 
domains, initially emerged as a discovery mechanism of relations between variables in 
large databases. The sales data of a supermarket is an example. There are many inter-
estingness criteria studied in machine learning literature, such as confidence 
(“strength”) or conviction of the transaction rule, etc. In the example of the supermarket 
sales, for instance, if “butter” is frequent in transactions where “bread” is bought, then 
there is a rule: “butter is bought with bread”. The conditional probability of this link is 
the confidence of the rule. Using this framework we can study what combinations of 
“interesting” attributes make a rule transaction (with “enough” confidence as a condi-
tional participation rate criterion) in terms of association with a KPI degradation and 
its degree, as well-as of the co-occurrence index. 

As a particular scenario we indicate a procedure that identifies rules with max- 
imum confidence transitions in the following sense Assume we are looking for 
rules that could contain attributes a 1 , a 2 , … , a r  of our interest in terms of 
their individual scores (such as high rates in SLO degradation). Starting from 1  
we search for an attribute from the specified list that can make a rule within the 
overall transactions set subject to maximum confidence above some level. In other 
words, we declare that 1 ; 2  is a rule, if 2  occurs with 1  at SLO losses 
above a conditional probability which is the maximum over the rest of possible at- 
tributes. Then the third attribute component is chosen with the same principle of 
maximum conditional probability conditioned on the pair 1 ; 2 , and so on, 
until we are not able to add the next component with enough confidence.    
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In view of this machine learning framework and the criteria we introduced in Section 
3 to build fingerprint rules, we shortly indicate some execution scenarios of different 
depths for our algorithm. 

Execution Scenario 1 (pure attribute ranking). We can restrict ourselves with recom-
mending only high rank attributes for problem constructions based on the criteria in 
Section 3. 

Execution Scenario 2 (association rules). Using association rules, we can mine at-
tribute co-occurrence rules of different interestingness. Those combinations of attrib-
utes users take as problem definition structures, adding abnormality conditions on them. 
Certain SLO loss may only occur when multiple attributes experience abnormalities. 
The maximum co-occurrence index of an attribute set indicates the upper size of asso-
ciation rules reasonable to search for that attribute. For each of association rule discov-
ered, we analogously measure relevant scores of participation, degradation, and co-oc-
currence to produce their importance rank for resource kind performance. 

Execution Scenario 3 (Attribute plus symptom fingerprinting). The approach can be 
applied to the events space of an object kind to detect the exact symptoms (abnormality 
conditions) that need to be assigned to fingerprint attributes.  

Execution Scenario 4 (ranking user-defined problems subject to KPI metric). One 
particular scenario is to apply the above described association approach to scoring/rank-
ing the user-defined alerts against performance indicators and come up with recom-
mendations that indicate which problems are relevantly defined and which are of low 
relevance. For that purpose, the scoring of alerts according to the criteria of participa-
tion, health degradation, and co-occurrence is identical to the procedure described for 
Attributes in Section 3. Moreover, it is possible to look for alert rules that are “interest-
ing” in terms of higher impact on the KPI metric, applying the same algorithms we use 
for identification of attribute rules. 

5 Experimental Results 

We ran experiments on an internal data center of active usage for the VM object kind 
to investigate attributes of those objects in terms of their individual scores, as well as 
patterns making association rules according to predefined interestingness. The input 
data parameters are: 

number of VM’s: 50; 
number of attributes: 700; 
number of attributes violated SLO: 86; 
duration of monitoring metrics: 30 days; 
number of events analyzed: 454,437. 

In the experiments, the Anomalies score of those VM’s in vR Ops as a KPI metric 
is considered. The Anomalies score represents how abnormal the behaviour of the ob-
ject is, based on its historical metrics data. This score is calculated using the total num-
ber of threshold violations for all metrics for the selected object and its child objects. A 
low Anomalies score indicates that an object is behaving in accordance with its histor-
ical normalcy - most or all of the object metrics are within their thresholds. A high 
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number of Anomalies usually indicates a problem (statistically) or at least a situation 
that requires attention. Therefore, within this setting, looking for attribute-level finger-
print transactions is equivalent to identification of patterns that statistically gravitate 
“lot of” other attribute anomalies.  

In Table I we illustrate those attributes that are observed in SLO violation with larger 
than 0.01 participation rate, where SLO=50 as threshold on the Anomalies scores of all 
50 VM’s.  

In Table II we show some association rules of attributes which are composed of the 
top 5 attributes from Table I that we are interested in (scores are rounded). In this case, 
the participation rate of an attribute vector (a defining factor in declaring fingerprint 
rule) is measured as a conditional probability of its occurrence over all assembles asso-
ciated with the KPI degradation with equal or larger size. In the meantime, the KPI 
degradation index of an attribute rule is defined by the worst-case scenario – by the 
component with maximum KPI degradation score. Therefore, we see that most of the 
rules included in Table II have the same KPI degradation index, because in all those 
patterns the attribute guestfilesystem|percentage is present, which has the highest such 
a score among other fellow attributes. As to the co-occurrence score of a rule, it is 
calculated as the average of co-occurring attributes when the rule’s transaction is ob-
served.    

Table I. Attributes by Association Criteria.

Attribute Name 
Part. 
Rate

KPI Degra-
dation

Co-Occur-
rence  

guestfilesystem|percentage 0.07 69.27 21.60 

guestfilesystem|usage 0.04 70.57 22.61

diskspace|activeNotShared 0.03 72.52 18.95 

net|bytesTx_average 0.03 73.73 24.49

cpu|usagemhz_average 0.03 74.15 30.68 

net|transmitted_average 0.03 74.60 24.49

cpu|idle_summation 0.03 72.73 29.06 

cpu|used_summation 0.03 73.90 29.60

net|usage_average 0.03 72.34 27.80 

cpu|readyPct 0.02 71.16 24.34

cpu|ready_summation 0.02 71.16 24.34 

cpu|wait_summation 0.02 71.97 29.08

net|packetsTxPerSec 0.02 70.77 20.45 

net|received_average 0.02 73.31 30.07

net|packetsRxPerSec 0.02 73.32 34.97 

datastore|write_average 0.02 74.30 24.36

guestfilesystem|freespace_total 0.02 70.34 22.91 
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datastore|maxObserved_Write 0.02 78.09 24.20

guestfilesystem|usage_total 0.02 71.16 23.00 

guestfilesystem|percentage_total 0.02 70.57 22.68

diskspace|used 0.02 72.50 18.98 

mem|host_usage 0.02 71.24 23.67

net|bytesRx_average 0.02 71.82 30.07 

datastore|maxObserved_NumberWrite 0.02 78.01 20.73

mem|guest_usage 0.01 70.92 23.22 

mem|consumed_average 0.01 70.92 23.22

datastore|totalLatency_average 0.01 72.99 36.62 

mem|guest_dynamic_entitlement 0.01 70.80 23.19

mem|shared_average 0.01 71.35 26.80 

virtualDisk|commandsAveraged_average 0.01 69.04 29.49 

cpu|numberToRemove 0.01 74.86 25.68 

datastore|commandsAveraged_average 0.01 69.38 30.99

disk|usage_average 0.01 72.95 32.37 

datastore|maxObserved_NumberRead 0.01 78.17 31.20

virtualDisk|totalReadLatency_average 0.01 78.46 33.54 

virtualDisk|numberWriteAveraged_average 0.01 74.32 35.39 

cpu|swapwait_summation 0.01 69.05 23.85 

virtualDisk|usage 0.01 73.07 33.78

In general, we observe that only a small portion of attributes are associated with the 
Anomalies score degradation with the specified threshold above. Within those we don’t 
see strictly dominant group of attributes in terms of the participation rate. They also 
have close KPI degradation scores because of averaging effect, with some diversity in 
the co-occurrence. However, in case of rules/fingerprints the diversity becomes signif-
icant, both in terms of the participation rate, as well as the co-occurrence index, where 
we see that the rule of 5 attributes  

cpu|usagemhz_average
diskspace|activeNotShared
guestfilesystem|percentage

guestfilesystem|usage
net|bytesTx_average 

gravitated the maximum number of other attributes. It is an intuitive example that shows 
that there are dangerous combinations of attributes that can result in higher rate of 
anomaly propagation over the object.  

In Table III we demonstrate some rules discovered with the principle of maximum 
confidence transition described in Section 4. Their scores of participation rate, KPI 
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degradation rate, and the co-occurrence index can be computed similarly with the case 
of Table II. Table III shows, for instance, different parameters of guestfilesystem that 
represent various quantifications of the same process. This seems a redundant rule, 
however, it is natural for our experiment, meaning that those attributes have simultane-
ously generated anomaly events that increased the Anomalies score of VM’s above the 
acceptable degree. 

Table II. Some Attribute Rules/Fingerprints. 
Size Rules Participation

Rate
KPI
Degradation

Co Occur
rence

2

[guestfilesystem|percentage,
guestfilesystem|usage]

0.695 69.27 22

[guestfilesystem|percentage,
net|bytesTx_average]

0.396 69.27 24

[cpu|usagemhz_average,
guestfilesystem|percentage]

0.362 69.27 30

[cpu|usagemhz_average,
net|bytesTx_average]

0.232 73.73 35

[cpu|usagemhz_average,
diskspace|activeNotShared]

0.216 72.51 28

[diskspace|activeNotShared,
net|bytesTx_average]

0.20 72.51 22

3

[diskspace|activeNotShared,
guestfilesystem|percentage,
guestfilesystem|usage]

0.44 69.27 21

[guestfilesystem|percentage,
guestfilesystem|usage,
net|bytesTx_average]

0.4 69.27 24

[cpu|usagemhz_average,
guestfilesystem|percentage,
guestfilesystem|usage]

0.37 69.27 30

[cpu|usagemhz_average,
guestfilesystem|percentage,
net|bytesTx_average]

0.2 69.27 35

4

[cpu|usagemhz_average,
diskspace|activeNotShared,
guestfilesystem|percentage,
guestfilesystem|usage]

0.22 69.27 28

[diskspace|activeNotShared,
guestfilesystem|percentage,
guestfilesystem|usage,
net|bytesTx_average]

0.201 69.27 23

[cpu|usagemhz_average,
guestfilesystem|percentage,
guestfilesystem|usage,
net|bytesTx_average]

0.20 69.27 35
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5 [cpu|usagemhz_average,
diskspace|activeNotShared,
guestfilesystem|percentage,
guestfilesystem|usage,
net|bytesTx_average]

0.17 69.27 36

All those patterns that we exemplified are “consistent” transactions of attributes that 
when occurring with abnormality conditions make a precursor of SLO violations. This 
consistency is defined by the confidence/strength of association rules, as well as the 
rank scores of KPI degradation and co-occurrence. 

Table III. Rules with maximum confidence transitions. 
Attribute_Name Other Attributes in the Rule 

guestfilesystem
|percentage 

guestfilesystem|usage
guestfilesystem|usage_total
guestfilesystem|percentage_total
guestfilesystem|freespace_total
diskspace|activeNotShared

cpu|usagemhz_average cpu|used_summation
cpu|numberToRemove
virtualDisk|usage
virtualDisk|totalReadLatency_average
datastore|maxObserved_Write

cpu|idle_summation guestfilesystem|percentage
guestfilesystem|usage
cpu|wait_summation
cpu|usagemhz_average
cpu|used_summation

6 Conclusions

We described an association rules approach to performance problem fingerprinting in 
data centers. It enables learning patterns of atomic anomalies leading to losses in the 
system’s performance indicator. Ranking and rule-making criteria according to their 
impact magnitudes on the KPI are also indicated. In a real data set, we observed a kernel 
set of attributes to constitute the problem definitions codebook by and specific rules 
that can be recommended as problem fingerprints for alerting modules.  
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Abstract. Identifying actual root causes of a performance issue within a modern 
cloud infrastructure with high level of scale, sophistication, and complexity, is a 
hard task. It is especially complicated to diagnose a service or infrastructure deg-
radation of an unknown nature, when no active alert is enough indicative about 
potential sources (be it an object, its metric, property, or an associated event) of 
the problem. In such a situation, the data center administration is intuitively look-
ing for changes in the system that might reveal the causative factors. This requires 
costly investigations and results in business-critical losses. Cloud management 
vendors are building visions around AI Ops-enabled automation of the entire 
workflow of root cause analysis and troubleshooting. We propose a solution to- 
wards such a vision which is based on hypothesis testing and machine learning 
approaches for automatic mining “important changes” of various kinds in behavior 
of data center objects across time and infrastructure topology. Those are the most 
relevant evidence patterns expected to explain the performance issue. Our current 
implementation which is integrated into vRealize Operations runs on the 
available three sorts of monitoring data – metrics, properties, and events. How- 
ever, the full vision is to extensively include more observability provided by other 
cloud management tools vertically scaled to capture the depth of a specific di-
mension of the data center administration. The implemented module produces 
lists of recommended patterns across those three dimensions rank ordered subject 
to different criteria for each, such as confidence ( -value) provided by hypothesis 
testing and magnitude of change in the metric data, event’s sentiment score or 
abnormality degree, unexpectedness/entropy of property variations, etc. We de- 
scribe the main analytical concepts behind the solution and demonstrate its vali-
dation in an application troubleshooting scenario. 

Keywords: Automated troubleshooting and root cause analysis, AI Ops, evi-
dence mining, change point detection, time series (TS), hypothesis testing (HT), 

-value, sentiment analysis, entropy, ranking, machine learning. 
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1 Introduction 

Automated root cause analysis (RCA) and troubleshooting of various performance 
problems in increasingly complex cloud computing environments becomes an AI Ops 
challenge (see Gartner’s definition [1] of the term). Utilizing the power of Machine 
Learning in specific use cases can greatly help especially when human-annotated data 
sets are available for training supervised learning models. However, there is a naturally 
severe lack of such data sets and, therefore, unsupervised learning is the predominant 
framework in RCA. The thesis [2] provides an overview to this problem in the cloud 
with useful references therein. At the same time, projects targeted on building self- 
driving data centers and based on reinforcement learning (project Magna [3]), is an 
important initiative which can potentially lead to an effective solution of the problem. 
With our current work we make the next step forward to enhance our cloud management 
solution with data science and ML approaches to automate discovery of potential 
sources of performance issues in the customer data center. This paper introduces a novel 
approach to the problem which integrates various types of monitoring data to generate 
potential root cause recommendations prioritized across different layers of data center 
administration within a single UX scenario. It might potentially evolve into a recom-
mender system that also tracks user feedback (direct or indirect) for data labeling and 
for training supervised learning models, thus making RCA and troubleshooting highly 
effective and personalized to the user environment. 

The service degradation or non-optimal performance can originate both from the 
infrastructure and application layers of the cloud system. When it occurs, the user goes 
through a typical process (Fig. 1) of troubleshooting consisting of several stages. This 
process is subject to full automation within an intelligent troubleshooting. To ade-
quately approach the problem, different information sources (obtained from monitoring 
of various aspects of the data center deployment – metrics, logs, properties, events, 
application traces, net flows, etc.) need to be combined within an intelligent analysis in 
an automatic manner. It means that all cloud monitoring products (e.g., vR Ops [4], 
Wavefront [5], vR Log Insight [6], and vR NI [7]) could bring their insights into such 
an analysis within an integrated cloud management platform. 

Fig. 1. Stages and modules of the troubleshooting process. Review layer might consist of 
all other data dimensions measured from the system. 
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With the current work, the following use case is addressed. There are performance 
issues of data center objects or related application KPIs, which are not self-explainable 
with the existing active alerts associated to those entities. It means the user faces an 
“unknown problem” for which there are no specific alerts/symptoms defined or availa-
ble ones don’t point out the actual root cause (are effects or unrelated events). In RCA 
with an AI Ops product, the user expects a reference to the origin of the problem, at 
least automatic discovery/recommendation of the “candidate causes” to further inves-
tigate for the actual root cause. Our algorithms perform evidence mining – discovery of 
those candidate entities across different data types available in vR Ops, within a 
“relevant” time and topology scope for an object with a performance problem. These 
are the most important changes and potentially causative patterns preceded the issue the 
user wants to troubleshoot, prioritized according to “significance” of those changes. In 
Section 2 we motivate our work and discuss the prior art. Section 3 describes our 
algorithms for evidence mining based on HT and concepts for ranking detected pat- 
terns. Section 4 demonstrates how effective was the prototyped feature in an experi-
mental diagnostic of an application performance issue. Section 5 contains information 
on user experience research and initial feedback from the customers. Section 6 con-
cludes the paper with notes on the future work on enhancement of the solution. 

2 Motivation and Prior Art

Various approaches have been developed for anomaly and change detection using his- 
tory of monitoring data (both structured/metrics [8]-[9] and unstructured/logs [10]- 
[12]) to assist data center admins in faster RCA and troubleshooting. Prior related art in 
this domain was focused also on similarity analysis of data center incidents in their 
reoccurrence (see PhD thesis by Bodik [13], references therein, including a direct as-
cendant work by Cohen et al [14] on identifying crisis signatures). Compared to those 
specific settings, our view of the problem is based on integrating available information 
pipelines into a single troubleshooting platform that consolidates and prioritizes recom-
mendations in any situation the user is concerned about the performance of data center 
objects. Fig. 2 demonstrates our AI Ops vision consisting of four main layers: 

- measuring and selecting data for analysis,
- discovery of problem signals in time and topology scopes,
- learning importance of patterns,
- ranking those by various criteria.

A partial realization of this generic vision into vR Ops leverages only three types of
data managed by the product – events, properties, and metrics. Specifically, it detects 
and visualizes change behaviors occurred in metrics, “unexpected” changes in 
properties and “interesting” (of highly negative sentiment) events within the time and 
topology proximity of the issue. In this troubleshooting workflow, the scope of objects, 
as well as time, to investigate based on topology hierarchy can be defined automatically 
(default setting), but it is also adjustable by the user. This automatic identification tries 
to capture the “problem coverage zone” across time and topology, determined by co-
located alerts start time and their topology relationships/closeness. The 
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implementation recomputes/refreshes evidence collections upon user tuning of those 
default scopes. 

Fig. 2. AI Ops troubleshooting workflow for automated analysis of interesting patterns 
from all data dimensions. 

Fig. 3. Intelligent troubleshooting workbench in vR Ops: Potential evidence patterns by 
events/properties/metrics are shown. 

3 Discovery of Evidence Patterns 

3.1 Evidence in Metrics 

For the identified problem coverage zone (both learned or adjusted by the user), a 
change point detection algorithm is applied to all metrics of objects within the related 
time and topology scopes. We assume that when the user is troubleshooting an issue 
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that is still active, spiky behaviors in the metrics are not very much interesting to the 
user. Instead, changes indicating distribution shifts (or any of its attributes like mean, 
variance, median, etc.) in the time series data are important. One realization of the 
change detection is based on Pettitt test [15]. Our algorithm iterates over data points 
through a sliding window, 

- measures the test statistic (sign-based measure of data value difference) for the
datapoints on the right and left windows;

- calculates the corresponding -value (there is a very strong evidence on rejecting
the null hypothesis, which is the “no change” hypothesis, for );

- identifies the most significant change according to the smallest -value and/or test
statistic.

The statistic computed for metric values in the left-hand and right-hand window is 
given by , where 

’s are metric values in the left-hand window;
’s are metric values in the right-hand window;

;
is the largest time value in the left-hand window; 
is the number of points in the sliding time window.

Pettitt’s non-parametric test statistic for the sliding time window is given by
. A -value of the non-parametric test statistic is given (and justified in

literature experimentally for specific data sets) by A change point 
at the time is significant when is smaller than some confidence threshold. Further 
details on the algorithmic part include:
- we exclude those metrics that are “accumulative”, trendy (e.g. uptime metrics) by

checking whether change was declared on all steps when we perform HT;
- for each of the changed/anomalous metrics, we compute magnitude of the change

within the time scope, measured by difference of medians between the left and right
windows of the change point, normalized over the range of the whole data. This
way we filter out those metrics which experienced a distribution change but not a
significant shift in the data range.
Another change point detection algorithm which is non-parametric and reasonable

in terms of implementation feasibility with randomization for short time series data, 
and -value estimation is based on Permutation Test [16]. The -value can be combi-
natorically obtained by the following formula
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where  is total number of data points within the left and right windows, which form ! possible permutations,  is  statistic for time instance  for the th permutation 
of the observation data,  corresponds to the same statistic of the observation data in 
the regular order in the time series, and  is the indicator function. So, if the formula 
gives us a very small value, it means the original order is not likely to be from the same 
distribution for the left and right windows, and a “change of distribution” hypothesis 
should be accepted. Then metrics mined according to the above-mentioned procedures 
can be ranked according to -value increase, as well as time-closeness to the issue 
detected (alert fire time, KPI deterioration, any other signal/side info referring unhealthy 
state).

3.2 Evidence in Events 

Our module analyses events space in the same problem coverage zone to mine more 
evidence which can add extra insights along the changed metrics. It automatically que-
ries all events that are active during the troubleshooting time frame. All types of events 
can be considered (Faults, Change Events, Notifications, Dynamic Threshold violations 
[8], etc.) except, for instance, those which are subject to symptoms included in alert 
definitions (for example, Hard Threshold violations). This is because in case of an "un- 
known" issue, the alerts appeared in the system are not self-explaining the cause of the 
problem. We apply sentiment analysis to narrow down the space of potential evidence 
patterns. The algorithm excludes the events with highly positive sentiments (from a 
predefined library), for instance: “completed with status ‘success’”, “restored”, “suc-
ceeded”, “sync completed”. Then, candidate evidence patterns are ranked according to 
the following criteria: 

sentiment score [-1,1] (from very negative to neutral (0) to very positive);
criticality level – "0-25" are for info level events, "26-50" for warning, "51-75" for 
immediate, "76-100" for critical;
status of the event (active or cancelled);
closeness of the event to the problem start time;
frequency of event: its occurrence during the troubleshooting time frame;
entropy [17] of event (how unexpected/rare/uncertain or usual/expected is the event) 
for the object or application component (measured by  log , where  is the relative 
frequency of the change). Rare events get higher rank according to the entropy 
criterion, meaning uncertainty might imply higher risk or stronger evidence.

3.3 Evidence in Properties 

Across this dimension, all configuration/compliance changes in property data within 
the time frame of interest are discovered. These are Boolean metrics or counter metrics. 
For importance ranking of property changes the following criteria are applied: 

time-closeness to the reported issue;
frequency of the property (or property type) change within the troubleshooting time 
window;
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entropy of the property change (how rare or usual is this change) for the object or 
application component. Rare changes get higher rank according to the entropy con-
cept.

3.4 Extensions of Evidence Mining 

The proposed troubleshooting solution will substantially benefit from integration with 
other management products to include into analysis also log data, network flows, and 
application traces. For those data kinds we are developing specific algorithms to mine 
important patterns of interest with similar ranking measures explained in case of met-
rics, events, and properties. 

Interesting patterns in log data. Log data of infrastructure objects and application 
components within the investigation scope might contain important evidence about the 
performance issue. The following signals are of interest: 

trending error/warning/info messages from log stream of object or application;
topics detected in log messages correlated to other evidence discovered;
anomalous divergences in event type distributions by vR LI [12];
deviations from baseline event type distributions [10]-[11].
Interesting patterns in network flows. vR NI [7] provides network-related diag-

nostics of the system. Here important patterns are bottleneck flows, change points in 
flows detected using our analysis for metric data. 

Interesting patterns in application traces. Wavefront’s [5] distributed application 
tracing provides us with an extra dimension for this evidence discovery analysis. Po-
tential evidence patterns might include traces that are “atypical” or simply of low-fre-
quency signatures (entropy concept). 

4 Experimental Evaluation 

4.1 Background 

During the validation phase of the troubleshooting workbench inside vR Ops, multiple 
experiments with real-life use cases were conducted to arrive at the potential root cause 
for issues which customers face on a day to day basis. The simulation of such use cases 
leveraging a real application and building real life conditions helped mimic what cus-
tomers go through. The goal of this exercise was to measure the effectiveness of the 
capabilities of the troubleshooting workbench including automated scope definition, 
time proximity and most importantly the relevance of the mined evidences by the sys-
tem. 

4.2 Simulation Candidate 

In one such experiment a real-life use case associated to a media services provider was 
simulated. The company ran a three tier CRM application consisting of a Web, App & 
DB on a VMware SDDC infrastructure. Within this CRM application a home-grown 
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survey application for running seasonal marketing campaigns was heavily leveraged by 
the marketing function. For a holiday season marketing campaign, a survey was rolled 
out to thousands of subscribers for critical inputs into the product and sales strategy. 
While the scale and load test of the survey application were successful, on eventual roll 
out in production, the application was extremely slow and often resulted on a 404 error 
for the end customers resulting in a kiosk in the marketing and line of businesses. The 
eventual root cause found by the organization was a rouge maintenance script which 
moved the Virtual Machine disk of one of the survey app VM to a local datastore which 
was unable to sustain the http requests coming from the web. The amount of time spent 
by the organization to find the root cause and remediate the issue took around 68 hours. 
This downtime of the application resulted in a survey drop rate of approximately 37% 
which was a major setback for the firm as inputs from many subscribers was missing.

4.3 Experiment Details 

Using open source CRM and survey components, a 3-tier application named “Shudder- 
CRM-App” was deployed on a VMware SDDC environment backed by vSphere, NSX 
and vSAN. Using the open source survey module running on a virtual machine, a new 
survey was created to be rolled out to end users. The underlying resources deployed for 
the survey application could support up to 1500 concurrent users. 

To generate the load equivalent to the real-world, a couple of tools were used. A 
web server stress tool was leveraged to generate http web requests on the survey URL. 
In order to simulate the real-world scenario, the VM was migrated over to a local data-
store when the number of simulated users reached close to 450 users. 

In addition to the application load, external load was generated by using synthetic 
I/O on the local datastore using I/O Meter to help create potential bottlenecks which 
could be detected as evidence using the change point detection algorithms. Upon reach-
ing close to 500 users, the web service hosting the survey crashed and the users resulted 
in getting errors related to URL taking too long to respond. From this point on, to verify 
the evidence gathering capabilities of the troubleshooting workbench, the application in 
question was searched within vR Ops. Upon launching the troubleshooting work- bench 
with the contextual application topology of the shudder application, potential evidence 
was presented along with signals of existing critical events which represented a high 
amount of storage read-write latency. 

While the symptoms were clearly pointing towards a storage related issue, the key 
validation for the troubleshooting workbench capability was to find the potential evi-
dence which resulted in the storage issue. In the workbench, several patterns pointed 
towards the potential root cause and the correlated consequences. 
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4.4 Root Cause Detection 

The workbench was instrumental in pointing out at certain key evidence which helped 
validate the root cause by showcasing the key underlying changes resulting in a corre-
lated event of storage performance degrading drastically. This was the root cause of the 
web application going down under drastic user pressure and underlying I/O bottlenecks. 
The first critical event which is a consequence of the issue, points at the storage out- 
standing I/O and Latency hitting the roof (Fig. 4). This was detected automatically as 
an evidence by the workbench using the change point detection algorithm. 

Fig. 4. Detected evidence showing jump in outstanding IO & Disk Latency. 

Alongside the consequences, the key evidence of the root cause leading to this issue 
was listed. This root cause pointed out to a change which was triggered in the environ-
ment right before the KPIs were impacted and the application went down. This change 
was detected as a property change by the troubleshooting workbench with correlated 
timestamps for subsequent change points detected. Upon pinning the key evidences on 
a common scale, a perfect time and change pattern correlation was found across changes 
and causal evidence, hence solidifying the root cause of the problem (Fig. 5). 

Fig. 5. Visual correlation of pinned evidences pointing towards the root cause. 
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The experiment proved the effectiveness of the troubleshooting workbench in de-
tecting the root cause from thousands of metrics, events and log changes occurring in a 
dynamic environment over a large scope of objects hosted on a complex SDDC envi-
ronment. The end to end issue detection, root cause analysis and remediation time re-
duced to a mere 30 minutes as compared to the 68-hour downtime faced by an equiva-
lent application in real world environment, hence meeting the key objective of reducing 
the mean time to resolution (MTTR) and mean time to innocence (MTTI) with accurate 
and automated root cause analysis.

5 User Experience and Validation 

5.1 Exploratory Research and Pain Points 

Exploratory, qualitative research through contextual inquiry [18] was conducted to gain 
insights into existing user pain points while troubleshooting infrastructure and applica-
tion issues. The research was conducted at with 25 users of various environment sizes. 
The goal for troubleshooting of the users is to reduce MTTR and MTTI; however, the 
users have too much data to look through and often find it difficult to understand the 
scope of the problem. Additionally, users complain of having too many context switches 
and depending on too many tools before finding the root of the issue. The general 
sentiment was there was too much tedious work involved in troubleshooting.

5.2 User Experience Considerations 

Designing the user experience for presenting the evidence was important to ensure users 
can properly and effectively digest the intelligent data presented to them. The first 
determination was what ‘knobs’ to provide the user to help tune the evidence discovered 
and those were narrowed down to time and object scope, the two pieces of information 
that are crucial for troubleshooting. Another consideration was how a user interacts with 
individual pieces of evidence; a user will either find the evidence relevant or not 
relevant. To aid in the triaging of evidence, there is built-in functionality to pin or 
dismiss evidence. 

To begin their flow, users have three distinct entry points into the troubleshooting 
workbench: through investigating an alert, through viewing details of a specific object, 
and by navigating directly to the troubleshooting workbench and searching for a target 
object. Once inside the troubleshooting workbench, the user experience allows for this 
following workflow, which matches the mental model of the troubleshooting process 
mentioned in Section 1. 

Step 1: View potential evidence (events, property changes, anomalous metrics).
Step 2: Expand time and scope to view more evidence or reduce time and scope to 
narrow down evidence.
Step 3: Pin evidence to metric viewer for comparison.
Step 4: Investigate additional alerts, metrics, events, and logs within selected object 
scope.
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5.3 Initial Validation 

Following the general availability of the troubleshooting solution, initial validation with 
users was completed to understand the effectiveness of the new intelligence. A survey 
with an open discussion forum was held with 22 existing users, screened for those using 
the latest release of the product that premiered the troubleshooting functionality. Sev-
eral participants have successfully used the troubleshooting workbench to troubleshoot 
and resolve a real issue. The functionality gained a satisfaction rating of 5.47/7 and a 
recommendation rating of 6.31/7. When asked to compare troubleshooting using the 
workbench compared to troubleshooting without it, 100% reported seeing improve-
ment, with 87% noting significant improvement and 13% noting slight improvement. 
There was general positive sentiment on the functionality and the evidence presented; 
users did desire higher accuracy and less noise. Work can be done on both the user 
experience and the evidence mining to further reduce time required to complete trou-
bleshooting issues. 

Participants also validated thoughts on extending evidence mining with other man-
agement products (e.g., vR NI and LI). They also expressed interest in smart recom-
mendations and more collaboration features. This feedback will help drive future work 
in this area. 

6 Conclusion and Future Work 

We introduced a novel intelligent troubleshooting framework for mining evidence of 
performance problems in data centers. It is based on combination of data science and 
ML algorithms to discover important patterns across various type of data that might 
explain the origin of the problem of an unknown nature. We also outlined how it can be 
further extended and enhanced. Initial implementation demonstrates significant power 
of the approach in automatically recommending accurate evidence in experimental 
application performance diagnostic and in real customer environments. Further plans 
include not only improving user experience on how indicatively we can organize the 
evidence patterns in terms of trend lining the evolution of the problem (their densities 
across time axis and across topology hierarchies), but also enhancing analytics power 
of the workbench in several directions: 

accurate learning of problem coverage zone is an important ML task, which 
will improve noise degree of our recommendations;
incorporation of user feedback (ratings) on the recommended items collected 
over time would help us in filtering out non-indicative patterns (meaning, 
they are not likely to be causative);
alternatively, ratings can be used in importance ranking. Moreover, ratings 
can be used for labelling data and training supervised ML models. Thus, we’ll 
be able to identify/predict complex incidents composed of various type of 
evidence in the data. In this way, the algorithms will be tuned to the customer 
environment and application nature.
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