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PREFACE

After two successful versions of the Workshop on Collaborative Technologies and
Data Science in Smart City Applications (CODASSCA 2018 and 2020) we are glad to
present proceedings of the third version held at the American University of Armenia
(AUA), August 23-25, 2022 in Yerevan, Armenia.

This book presents 15 selected and carefully revised papers, which were originally
made available at the start of the workshop in the Open Access Proceedings, also
entitled Data Science, Human-Centered Computing, and Intelligent Technologies.

Society, technology, and science are undergoing a rapid and revolutionary transfor-
mation towards incorporating Artificial Intelligence in every system humans use in
everyday life for creating Smart Environments (SmE) through Ambient Intelligence
(Aml) in highly interconnected and collaborative scenarios. The main source and
asset for making smart systems is rich data, which is produced today in extraordinari-
ly large quantities thanks to recent advances in sensors and sensor networks and is
carefully processed for pervasive and embedded computing. Rich data enhances the
capabilities of everyday objects and eases collaboration among people.

Mobile systems could enhance the possibilities available for designers and practition-
ers. Effective analysis, quality assessment, and utilization of big data are key factors
for success in many business and service domains, including smart systems.

Major industrial domains are on the way to performing this tectonic shift based on
Big Data, Artificial Intelligence, Collaborative Technologies, Smart Environments
supporting Virtual and Mixed Reality Applications, Multimodal Interaction, and Reli-
able Visual and Cognitive Analytics.

However, before we can effectively and efficiently turn the huge amount of generated
data into information and knowledge, a number of requirements must be fulfilled and
international standards for the quality of and access to the data developed and applied.
The first requirement is to ensure that data quality—which includes the accuracy and
integrity of the obtained data, timely delivery, suitable quantity, integrity, privacy and
security requirements, and Digital Rights Management—complement realization and
deployment of modern design, implementation, and evaluation tools. The second is to
develop models, which can turn the data into valuable information and then into
knowledge. Two important characteristics are desirable for regression and classifica-
tion models: accuracy and interpretability. While accuracy deals with the ability of the
model to predict a certain outcome, interpretability deals with the ability of the model
to explain the reasons for producing a certain outcome. The aim of this workshop is to
bring together researchers and practitioners working on both theoretical and practical
aspects of data generation, data processing, and knowledge creation. These aspects
include social issues that arise when using Al-powered systems in collaborative sce-
narios and smart cities applications. The following two sections each contain seven
contributions, which we introduce below.
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Data Science and Intelligent Technologies

1 In “Information-Theoretic Investigation of Authenticated Steganographic Model in
the Presence of Active Adversary” Mariam Haroutunian, Parandzem Hakobyan,
Ashot Harutyunyan, and Arman Avetisyan consider an information-theoretic model
of a stegosystem with an active adversary and two principal communication modes:
covertext and stegotext. For stegotext, the task is to determine the legitimacy of the
sender using two-stage statistical hypothesis testing. For the receiver side, an asymp-
totically optimal testing approach in a logarithmic scale is used to examine and speci-
fy functional dependence of errors in both stages.

2 Sergey Abrahamyan proposes “Another Approach for ZKRP Algorithms” dealing
with a zero-knowledge range proof that a secret integer belongs to a certain interval
without conveying any additional information. Based on an order-revealing encryp-
tion scheme introduced by Wu and Lewi in 2016, modifications in the ZKRP scheme
are made which ensure completeness and soundness and minimize dependence on a
trusted setup. The performance data, security parameters, and other details will be
presented in the full paper.

3 In “Preserving Location and Query Privacy Using a Broadcasting LBS” the authors
Pablo Torres, Patricio Galdames, Claudio Gutierrez-Soto, and Geraldine Solar con-
sider a location and query privacy-aware LBS server intended to proactively broad-
cast location-based data periodically to users moving in a specific geographic area.
This research develops ideas to establish a balance between privacy issues and re-
sponse time for users with changing interests.

4 The authors Ashot Harutyunyan, Nelli Aghajanyan, Lilit Harutyunyan, Arnak
Poghosyan, Tigran Bunarjyan, and A.J. Han Vinck present “On Diagnosing Cloud
Applications with Explainable AL” In it, they discuss experimental modeling and
evaluation of cloud monitoring and management software for complete KPI diagnosis
and interpretability. They break down the process into three steps: (1) developing and
applying a KPI metric to create multiple quality class IDs for labeling an entire appli-
cation dataset, (2) training regression and classification models to optimize the KPI
behavior and evaluate the components that can be used for explanatory purposes, and
(3) including the application of decision trees and rule induction algorithms as a form
of explainable Al to derive consistent conditions for KPI failures.

5 In “Root Cause Analysis of Application Performance Degradations via Distributed
Tracing,” Arnak Poghosyan, Ashot Harutyunyan, Naira Grigoryan and Clement Pang
explore the application of rule learning classification algorithms to a distributed trac-
ing of traffic with the aim of identifying potential conditions that explain malfunction-
ing services via trace types, spans, and dimensions.

6 According to the authors Ashot Baghdasaryan, Tigran Bunarjyan, Arnak
Poghosyan, Ashot Harutyunyan, and Jad El-Zein “On AI-Driven Customer Support in
Cloud Operations” addresses the development of proactive and intelligent Al-driven
analytics that not only automate and accelerate the resolution of currently available
system requests, but also anticipate potential malfunctioning through proper customer
segmentation and rule discovery.
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7 Lilit Yolyan gives an overview on “Computer Vision Application for Smart Cities
Using Remote Sensing Data.” The application of Al and computer vision techniques
are important issues in solving smart city tasks such as surveillance, area coverage, land
usage and coverage, damage monitoring, and fire detection. In her paper, Yolyan ana-
lyzes those methods using remote sensing data from the city of Yerevan.
Human-Centered Computing and Intelligent Technologies

8 Zhen He, Sayan Sarcar, and Tomoo Inoue present “Exploring the Feasibility of Video
Activity Reporting for Students in Distance Learning.” In a distributed labor mode, text-
based reporting is insufficient to manage and evaluate individuals’ work progress and
engagement. Video reporting is considered a way to improve the situation. This paper
offers the authors’ initial observations of an experimental setup on video activity re-
porting.

9 The authors Ari Nugraha and Tomoo Inoue report on “An Experiment of Crowd-
sourced Online Collaborative Question Generation and Improvement for Video Learn-
ing materials in Higher Education.” They use the Amazon Mechanical Turk platform to
generate and collaboratively improve questions through multiple refinement processes
related to video lectures as learning material.

10 Davit Karamyan, Ara Abovyan, and Tigran Karamyan consider and develop “Com-
pact N-gram Language Models for Armenian.” Trade-offs between model size and per-
plexity measure are investigated. Authors also release compact language models trained
on very large corpora. They examine the impact of pruning and quantization methods
on model size reduction and use Byte Pair Encoding. Their result is a compact subword
language model trained on huge Armenian corpora.

11 Maximilian Khotilin, Rustam Paringer, Alexander Kupriyanov, Dmitriy Kirsh, Da-
vid Asatryan, Mariam Haroutunian, and Artem Mukhin highlight the “Estimation of
Hyperspectral Images Bands Similarity Using Textural Properties.” Textural properties
of given image classes using discriminant analysis techniques are the basis for generat-
ing a set of effective features that help analyze the properties of hyperspectral images.
Afterwards, visual analytics and knowledge creation provide insights in areas such as
agriculture, steel plate quality, etc.

12 “Recognition of Convex Bodies by Probabilistic Methods” by Victor Ohanyan is a
survey contribution summarizing results obtained by a research group in tomography
of planar bounded convex bodies DcR" during the last 20 years. Since the estimates of
probability characteristics can be obtained using well-known methods of mathematical
statistics, reconstruction of convex bodies using random sections such as chord (length)
or k-dimensional random flats with n>k>2 makes it possible to simplify the approach.
13 “Validation of Risk Assessment Models for Breast and Ovarian Cancer—Related
Gene Variants” is the title of a contribution by Wolfram Luther. The paper focuses on
breast and ovarian cancer—related gene variants risk assessment, related models, and
their validation and standardization. Based on user input data, such methods test for the
occurrence in individuals and their relatives of deleterious gene variants that have been
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shown to be highly responsible for these cancer types. Two ways of mathematically
modeling the gene mutation risk are proposed. They are based on individuals’ health
status and family history of disease. The Dempster-Shafer theory of evidence plays a
key role in model evaluations.

14 The authors Nelson Baloian, Wolfram Luther, Sergio Penafiel, and Gustavo Zurita
bring together their experiences and recommendations on “Evaluation of Cancer and
Stroke Risk Scoring Online Tools” in a joint contribution about the evaluation of
several public services on cancer and stroke risk scoring. Risk scoring is based on
users’ input data concerning their own and their families’ health parameters, behav-
iors, and diseases. The authors discuss performance and interpretability aspects of
those services and derive minimum requirements for such risk scoring tools.

15 A contribution by Nelson Baloian, Belisario Panay, Sergio Pefafiel, José A. Pino,
Jonathan Frez, and Cristobal Fuenzalida entitled “Sales Goals Planning using Evi-
dence Regression” introduces an intelligent machine to help sales goal planners who
manage brick-and-mortar retail stores to achieve their objectives through model tun-
ing. With reference to the Dempster-Shafer theory of evidence, the authors elaborate
on regression and classification settings.

The editors would like to express their gratitude to the German Research Foundation
(DFQG) and the German Academic Exchange Service (DAAD) for funding their activi-
ties; to Rubina Danilova, Ashot Harutyanyan, and Gregor Schiele for their ongoing
encouragement and support; and to all participants for their presentations and contri-
butions to the workshop and this proceedings volume.

Yerevan, Tsukuba, Duisburg, August 2022

The Editors: Aram Hajian, Nelson Baloian, Tomoo Inoue, and Wolfram Luther
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Information-Theoretic Investigation of
Authenticated Steganographic Model in the
Presence of Active Adversary

Mariam Haroutunian[0000—0002-9262—4173] 'parandzem
Hakobyan[0000-0002-5036-9591] A bt Harutyunyan[0000-0003—2707-1030]
and Arman Avetisyan[0000—0002-0434-2767]

Institute for Informatics and Automation Problems of NAS of RA
armar@sci.am, par h@iiap.sci.am, aharutyunyan@vmware.com,
armanavetisyan1997Q@gmail.com

Abstract. We study the information-theoretic model of stegosystem
with active adversary. The legitimate sender as well as the adversary can
be either active or passive, i.e. can embed or not a message in the sending
data. The receiver’s first task is to decide whether the communication is
a covertext, data with no hidden message, or a stegotext, modified data
with a hidden secret message. In case of stegotext, the second task is
to decide whether the message was sent by a legitimate sender or from
an adversary. For this purpose an authenticated encryption from the
legitimate sender is considered.

Two-stage statistical hypothesis testing approach is suggested from the
receivers point of view. In this paper a logarithmically asymptotically
optimal testing for this model is suggested. As a result the functional
dependence of reliabilities of the first and second kind of errors in both
stages is constructed.

Keywords: Steganography - Information-theoretic security - Hypothe-
ses testing - LAO tests - Error probability exponents (reliabilities) - Au-
thentication.

1 Introduction

The aim of steganography is communicating messages by hiding them within
other data thereby creating a covert channel. Various models with various tasks
have been studied. We are interested in information-theoretic investigations.

In [1] an information-theoretic model with passive adversary (who has read-
only access to the public channel) was considered. Another information-theoretic
model with active attacks (where adversary can read and write a message over
an insecure channel) was studied in [2].

In this paper we study the information-theoretic model of stegosystem with
active attacks, where adversary is allowed to have access to a read and write
public channel and able to analyze and modify data. The legitimate sender (Al-
ice) as well as the adversary (Eve) can be either active or passive, i.e. can embed
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or not a message in the sending data. The receiver’s (Bob) first task is to decide
whether the received data X is a covertext C, data with no hidden message, or
stegotext S, modified data with a hidden secret message M. In case of deciding
that the obtained data is stegotext, Bob has the extraction function, and the
second task for Bob is to decide whether the extracted message was sent by
Alice or Eve. For this purpose an authenticated encryption of message m with
secret key K is considered. Depending on applications this encryption except
authentication can include also secrecy requirements of hidden message.

Covertext is generated by a source according to a distribution Pg, stegotext
has a distribution Pg according to certain embedding function. The distribution
of secret key we denote by Px. We assume that Eve knows all these distribu-
tions. For the authenticated encryption Alice generates the encrypted message
according to Py and Eve can generate a message with distribution Py Pk .

We suggest two-stage statistical hypothesis testing approach. On the first
stage Bob has to decide if the data was generated according to Po or Ps. In
the case when Bob decides that stegotext is obtained, after extracting the secret
message, on the second stage Bob has to decide if the message was generated
according to Pyyx or Py Pk.

In classical statistical hypothesis testing problem a statistician makes decision
on which of the two proposed hypotheses H; and Hy must be accepted based on
data samples. This decision is made on the certain procedure which is called test.
Due to randomness of the data the result of this decision may lead to two types
of errors: the fist type is called the error for accepting Hs when H; is true and
the second type error for accepting H; when Hs is true. In such problems the
aim is to find such a test, that reduces both types of errors as much as possible.
The complexity of the task is that the two types of errors are interconnected,
when the one is reduced the other one can get increased.

According to [3] - [7] the problem is solved for the case of a tests sequence,
where the probabilities of error decreased exponentially as 27V | when the num-
ber of observations IV tends to the infinity. The exponent of error probability F is
called the reliability. In case of two hypotheses both reliabilities correspond-ing to
two possible error probabilities could not increase simultaneously, it is an
accepted way to fix the value of one of the reliabilities and try to make the tests
sequence get the greatest value of the remaining reliability. Such a test is called
logarithmically asymptotically optimal (LAO). The problem of multiple
hypotheses LAO testing was investigated in [8], [9], [10].

In this paper two stage logarithmically asymptotically optimal testing of the
described steganographic model is suggested. We study the functional depen-
dence of reliabilities of the first and second kind of errors of optimal tests in both
stages. The proof of the result for first stage is similar to the result suggested

n [11], where the problem of logarithmically asymptotically optimal testing of
statistical hypotheses for the steganography model with a passive adversary is
solved by the method of types [12]. For the second stage the approach studied
in [13] was useful.



2 Notations and Definitions

Here we present some necessary characteristics and results of information theory
[14], [15]. We denote finite sets by script capitals. The cardinality of a set X is
denoted as |X'|. We denote random variables (RV) by X, S, C, K, M. Probability
distributions (PD) are denoted by @, P, G, V.

Let PD of RV K and M be

Pi £ {Px(k), keK},

P = {Pp(m), m e M},
and the joint PD of RVs M and K be
Pux 2 {Pux(m,k), me M, keK}.
The conditional PD of RV M for given K is denoted as follows:
V={V(mlk), me M, ke K},
The joint PD P;x can be also written as:
Pux 2P V={Pr(k)V(mlk),k € K, m € M}.

The space of all joint PDs on finite set M x K is denoted by

QM xK)2{Q:Q=0Q(mk),me M, keKk}.

The Shannon entropy Hp(X) of RV X with PD P 2 {P=P(x), z€X}is:
é Z P(x)log P(x
reX

Then the mutual information of RV M and K will be written as:

V(m]|k)

IMK)E Y Pr(k)V(mlk)lo
meM, kel

The joint entropy of RVs M and K is the following:
A
HPMK(M7K):_ Z PMK(m,k)IOgPMK(m,k).
meM, ke

The divergence (Kullback-Leibler information, or “distance”) of PDs
Gé{G:G(:E), x € X}and Pon X is:

D@G|IP) £ Y Gla) Glr)

rzeX $)



The divergence of joint PDs @ and Pyx on Q(M x K) is:

A Q(m, k
D@Q||Puk) = Z Q(myk)logp((m)k)-
meM,keK MERT
When RV M and K are independent, then
Q(m, k)

D(Q||Pux) = D(Q|[PuPx)= Y Q(m,k)log

meM,kek Pyt (m) P ()

In particular, the divergence of PDs Py, and Py Pk is:

P]WK (m, k)
Py (m) Pk (k)

= Y PtV (mlk) log o)

meM,kek w ()

A
D(Pu k|| P Pr) = Z Py (m, k) log
meM, ke

= I(M; K).

For our investigations we use the method of types, one of the important
technical tools in Shannon theory [12], [16].

3 Formulation of Results

First stage: At the first stage, from the received data x = (21, ...,21), x € XL,
Bob must decide whether it is a covertext or a stegotext. Hence, Bob must accept
one of two hypotheses

H,:P=Ps {data is a stegotext}

Hy: P=Ps {datais a covertext}

The procedure of decision making is a non-randomized test ¢y, which can be
defined by partition of the set of possible messages X'” on two disjoint subsets
AL i =1,2. The set A, i = 1,2 contains all data x for which the hypothesis
H; is adopted.

The first kind error probability, which is the probability of the rejection of
the correct hypothesis H; is the following:

ag1(pr) = PE(AD).

The second kind error probability, which is the probability of the erroneous
acceptance of hypothesis H; is defined as follows:

aa(pr) = Pg(Af)

The error probability exponents, called “reliabilities” of the infinite sequence
of tests p, are defined respectively as follows:

A 1
Eé\l(‘ﬁ) = _lim — i3 10g042|1(</7L),

L—oo



A 1
E{\Q(Sﬁ) = LhTmi zlogal‘g(g@L).

As defined in [7] the sequence of tests ¢* is called logarithmically asymptot-
ically optimal (LAO) if for given positive value of Eéu the maximum possible
value is provided for Ell |2

The procedure for creating an optimal decision rule is similar to [11]. The
functional dependence of the reliabilities of the first and second kind of errors is
given by the following theorem:

Theorem 1. For given E2I|1 € (0,D(Pc||Ps)) there exists a LAO sequence of
tests, the reliability Eik|2[ of which is defined as follows:

el E*’I(Egu) — inf D(P||Pc).

1|2 1|2
! ! P: D(P||Ps)<EL,

When Eéll > D(Pc||Ps), then E1*|; is equal to 0 .

Thus, for a given reliability of incorrectly rejecting the stegotext, we get the
maximal reliability of wrongly accepting the stegotext.

Comment 1: Unlike model considered in [1], [11], here Bob has no addi-
tional information about whether Alice is active or passive. Therefore, considered
stegosystem should not be perfectly secure, because otherwise Bob cannot find
out that he has received a covertext or a stegotext. Hence, we assume that for
distributions Po and Pg, D(Pc||Ps) > 0.

If at the first stage Bob accepts the hypothesis H;, which means that he
decides that the data is a stegotext, then he uses the extraction algorithm to get
the hidden message m = (my,mo, ..., my).

Second stage: After the extraction using key sequence k = (kq, ko, ..., kn)
Bob has to decide whether Eve or Alice sent him that message. So he moves on
to the second stage of hypothesis testing:

Hy: Q= Pyr(m,k) {there was no attack}

Hy: Q= Py (m)Px(k) {there was attack}

For this testing the test @y is defined by partition of the set (M x K) on
two disjoint subsets BlN, I =1,2. The set BY contains all data pairs (m, k) for
which the hypothesis H; is adopted, which in our context means that message
m is sent from Alice. Correspondingly, the set BY contains all pairs (m, k) for
which the hypothesis Hs is adopted, i.e. Bob decides that message is sent from
Eva.

The probabilities of errors of the first and second kind by analogy to the case
of the first stage are defined as follows:

04£|11(¢N) = P} (BY), (the first kind error probability)



O‘{IIQ (®n) = (PyPr)N(BY), (the second kind error probability).

The error probability exponents of the infinite sequence of tests @, are defined
respectively as follows:

A R |
Ez|]( ) = ]\}E)noo - Nlogaz\j( N)a 1 7& 1 4] = 152
The second kind error probability in Bob’s decision essentially coincides with
the probability of Eve’s succeeding. Hence, the maximum value of E1|2 guaran-
tees that the attacker will fail.
As in the First Stage, for given positive value B}/, we constructed the LAO

sequence of tests @* and the dependence of maximal value Ellll2 from E21|I1 is
provided in the following theorem:

Theorem 2. For given E2|1 € (O D(Py Pi||Pyic)) there exists a LAO se-
quence of tests, the reliability E of which is defined as follows:

Bnl (E ) - inf D(Q|| Py Pi).
1]2 21 o: D(QHPJVIK)SEé{I ( H )

When EJf| > D(Py P||Pak), then E;‘l’QH is equal to 0 .
Comment 2: For given EI‘1 € (0, D(Py Pk ||Pr k) the following holds:

T
ET\Q < D(PJWKHPM-PK) = I(M, K)
In the proof of Theorem 2, the optimal division of the set (M x K)V
constructed using sets of types. According to the properties of types, it is sub-
stantiated that this is the optimal division of the test, and at the same time, the

dependence of reliabilities is established.

4 Conclusion and Future Work

Two-stage statistical hypothesis testing approach is suggested from the receivers
point of view in the stegosystem with active adversary. The logarithmically
asymptotically optimal testing for this model is suggested. As a result the func-
tional dependence of reliabilities of the first and second kind of errors in both
stages is constructed.

The practical implementaion and experimentation of the optimal testing re-
sult for steganography applications will be carried out in our future work.
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Extended Abstract

During the last decade block chain technologies became more demanded and applica-
ble. Development of blockchain technologies entail new cryptographic issues. One
of them is a Zero knowledge range proof (ZKRP). ZKRP scheme allows to prove that
a secret integer belongs to a certain interval without revealing any information about
secret integer. For example in the payment system if the person X wants to transfer
money to person Y then utilizing ZKRP one can prove that the transaction amount is
positive, without revealing any information about X’s money, otherwise such transac-
tion would in fact transfer money in the opposite direction from Y to X.

The first ZKRP protocol was presented in 1995 by Damgard [6] and in 1997 by Fu-
jisaki and Okamoto [7]. The first practical construction was proposed by Boudot in
2001 [3]. In 2016 Biinz et al [4] proposed a new idea of constructing ZKRP with a
very small proof size which they called Bulletproof. The idea, similar to some other
schemes, is to decompose the secret into the bit representation and using "Inner prod-
uct proof" method prove that it belongs to the interval.

There is another interesting cryptographic primitive called Order Preserving En-
cryption-OPE (or Order Revealing Encryption-ORE). ORE is a deterministic symmet-
ric encryption scheme the encryption algorithm of which produces ciphertexts that
preserve numerical ordering of the plaintexts. OPE was proposed by Agrawal et al.
[1] in 2004 as a tool to support efficient range queries on encrypted data. The first
formal cryptographic treatment of OPE scheme were given by Boldereva et al. [2].

A number of OPE schemes have been proposed in recent years [1, 2, 10, 5, 8]. Un-
fortunately all these ORE schemes are not efficient to be used in practice. Concurrent
with this works, Lewi and Wu [9] presented a new and efficient ORE scheme, which
is based on the work of Chenette et.al. [5]. The ORE construction proposed by Lewi
and Wu leaks less information about encrypted numbers, which is an important ad-
vantage.

In this paper the author proposes to transmute [9] into an efficient ZKRP scheme.
As proposed scheme is based on [9] its short description is given below.



In [9] a large domain ORE scheme consists of three parts: Setup, Encryption(left,
right) and Compare. Right encryption is used for encrypting values which are stored
on server side. During the right encryption process for the each digit X; of the value to
be encrypted d digits (where d is the radix) of Z; are generated, which are comparison
output of X and every element of radix. Then these numbers are permuted via
permutation function. Thus each value is represented as a d x n table of elements of
Z;, where n is a maximal number of digits of upper endpoint. Each element of table is
encrypted, and table stored in database. Left encryption is used only for making a
search query. During the left encryption each digit of encrypting value is permuted
via permutation function and encrypted. The server via the "Compare" algorithm
compares left encrypted value with right encrypted value without revealing both of
them.

The structure of "Large ORE Scheme" in [9] allows us to modify ORE scheme to
ZKRP in the following manner: Encrypt the endpoints of a range interval via right
encryption algorithm on verifier’s side, encrypt the secret value via left encryption in
prover side. Then prover sends the secret value to a verifier. The latter verifies if the
secret value is smaller than upper endpoint and bigger than the lower endpoint. In
order to provide completeness and soundness for new ZKRP it is important to design
new key management system. Recall that completeness means that proof is accepted
by the verifier if the statement or assertion is true. In other words, an honest verifier
will always be convinced of a true statement by an honest prover. Soundness means
that in the case of false fact the verifier rejects the proof, which indicates that a
cheating prover can cheat an honest verifier with a negligible probability.

The other important property of ZKRP is a trusted setup. Many ZKRP construc-
tions depend on a trusted party. A trusted party generates and provides necessary
parameters for both prover and verifier. Some ZKRP algorithms avoid the trusted
setup [8] which is an obvious advantage.

The proposed ZKRP scheme assures completeness and soundness and minimizes
the dependence from trusted setup. The data concerning the algorithm’s performance,
security parameters and other details will be presented in the full paper to be prepared.

References

1. Agrawal, R., Kiernan, J., Srikant, R., Xu, Y.: Order-preserving encryption for numeric
data. In: Proceedings of the ACM SIGMOD International Conference on Management of
Data, pp. 563-574. Paris, France (2004).

2. Boldyreva, A., Chenette, N., Lee, Y., O’Neill, A.: Order-preserving symmetric encryption.
In: Advances in Cryptology - EUROCRYPT 2009, pp. 224-241. Springer Berlin, Heidel-
berg (2009).

3. Boudot, F.: Efficient proofs that a committed number lies in an interval. In: Preneel,B. (ed.):
Advances in cryptology - EUROCRYPT 2000, pp. 431- 44. Springer, Berlin (2000).

4. Biinz, B., Bootle, J., Boneh, D., Poelstra, A., Wuille, P., Maxwell, G.: Bulletproofs: Short
proofs for confidential transactions and more. In: 2018 IEEE symposium on security and
privacy (SP), pp. 315-334. IEEE, New York (2018).



10

10.

Chenette, N., Lewi, K., Weis, S.A., Wu, D.J.: Practical order-revealing encryption with
limited leakage. In: Fast Software Encryption - 23rd International Conference, FSE 2016,
March 20-23, Revised Selected Papers, pp. 474-493. Bochum, Germany (2016).
https://www.overleaf.com/project/6227a2£5d5c64893ad6209ac

Damgird, I.: Practical and provably secure release of a secret and exchange of signatures.
J. Cryptol. 8(4), 201-222 (1995).

Fujisaki, E., Okamoto, T.: Statistical zero knowledge protocols to prove modular polyno-
mial relations. In: Kaliski, B.S. (ed): Advances in cryptology - CRYPTO ’97, pp. 16-30.
Springer, Berlin (1997).

Lacharite, M., Minaud, B., Paterson, K. G.: Improved reconstruction attacks on encrypted
data using range query leakage. In: 2018 IEEE Symposium on Security and Privacy (SP),
pp. 297-314. IEEE, New York (2018).

Lewi, K., Wu, D. J.: Order-revealing encryption: New constructions, applications, and
lower bounds. In: Proceedings of the 2016 ACM SIGSAC Conference on Computer and
Communications Security, pp. 1167-1178. Vienna, Austria (2016).

Teranishi, I., Yung, M., Malkin, T.: Order-preserving encryption secure beyond one-
wayness. In: Advances in Cryptology - ASIACRYPT 2014, pp. 42-61. Springer, Berlin,
Heidelberg (2014).



11

Preserving Location and Query Privacy Using a
Broadcasting LBS

1[0000—0003—3467—0945
Pablo Torres-Osses!! I}
Patricio Galdames!»2[0000-0003-3051-2413] - Caydio

1,2[0000—0002—7704—6141] 1[0000—0001—6856—7933]

Gutierrez-Soto , and Geraldine Solar

! Universidad del Bio-Bio, Concepcién 4051385, Chile
{paitorre,geraldine.solar1701}@egresados.ubiobio.cl
2 Group of Smart Industries and Complex Systems (gISCOM)
Universidad del Bio-Bio, Concepcion 4051385, Chile
{pgaldames, cogutier}@ubiobio.cl

Abstract. Untrustworthy LBS can compromise their clients by releas-
ing their location and sensitive query attributes without permission. The
traditional approach to protect users’ privacy is building a set of dummy
queries that aim to protect location using K-anonymity and the query
attributes, using [-diversity. Here, privacy is achieved at the expense
of the LBS server since it can quickly become a bottleneck when the
number of LBS requests is increased. This work proposes that the LBS
server periodically broadcasts selected public data into a public air chan-
nel. Meanwhile, users intend to solve their queries by listening to this
channel. In this way, privacy is preserved without increasing the server
workload. However, when a user does not find the needed data in the
air, it submits a location cloaked query (LCQ) to the LBS server. We
propose some approaches on how to adjust a periodic data broadcast-
ing program that balances the response time incurred in locating data
on the air channel and the loss of privacy when users directly contact
the LBS. Thus, our idea is that the LBS server treats the wireless chan-
nel as a cache memory and keeps broadcasting the most relevant data
periodically.

Keywords: Query Privacy; Location Privacy; Broadcasting LBS.

1 Introduction

The last decade has witnessed a breathtaking revolution in the mobile devices
industry. Advances in microelectronics and wireless technologies have resulted in
significant improvements in data processing, storage, communication and other,
allowing smart devices to execute ever-increasingly complex applications [19].
In addition, new smart devices have experienced important reductions in size
and cost. That, along with the integration of other features (such as sensors and
others), fostered a new generation of software applications and systems, which
greatly impact the way people act. Today, mobile technologies are massively
used and have become part of people’s daily life.
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Lately, Location-Based Service (LBS) has gained significant attention due to
its wide application areas. LBS is possible because of the availability of inte-
grated Global Positioning System (GPS) modules. An LBS is a software service
used to provide information or other usage based on the device location [24].
Examples of LBS systems include navigation software, location-based games,
ride service hailing apps, touristic details about a city and others. Nevertheless,
the large-scale use of LBS involves security and anonymity issues. Indeed, the
location itself has become a user’s quasi-identifier and, therefore, it can allow
the LBS to determine a user’s identity [5]. Moreover, user positioning can reveal
behavioral patterns, such as frequent schedules and routes from work to home.
This situation is even worst when location information is correlated with sensi-
tive attributes of the same query since LBS can conclude more private details
about their customers. This situation should not be an issue if the LBS would
protect their clients’ information adequately. Many examples about the leak of
private information into the public can be found in the press [4].

Several techniques have been proposed to protect a user’s location and sen-
sitive query attributes when accessing a LBS. For protecting location privacy,
a first approach applies spatial transformations [12], and query processing is
performed using secure multiparty computation. Others are based on location
disturbance [31,3], which consists of perturbation techniques that add some
(controlled) random noise to the user’s exact location. Another trend based on
the reduction of location resolution [9,20, 29,2, 7, 10], which is the most widely
studied. This last one seeks to build a cover-up region that relies on the concept
of k-anonymity [26]. K-anonymity looks for finding a geographical area, called
a cloaking region, that contains different locations, one of which is the user’s
actual location (the other sites correspond to other possible positions where the
user could be). This technique is complemented with l-diversity [18]. Here, sensi-
tive attributes of a specific location-based query are indistinguishable from other
I — 1 other queries located in the same position.

Here, privacy protection is achieved at the expense of the LBS because for
answering a single query, the LBS must answer many other dummy queries
increasing dramatically its workload and affecting its efficiency when it faces
many requests. To address the workload and privacy issues, some authors [16,
7] assume that a third reliable party called as the anonymity server, performs
proactive public data broadcasting. Here, users intend to fetch query answers
by listening to a public air channel in which data is broadcast. When data is
not found in the channel, users need to access the LBS directly. To alleviate
the server’s workload, in [16], users submit a traditional Location-based query
putting into risk their privacy. On the contrary in [7], users protects their queries
using k-anonymity techniques but affecting the server’s workload. None of the
aforementioned works study the effects of the size of the data broadcast. If this
size is large, there is a high probability of finding the needed data within the
air channel (and protecting privacy as well), however the response time becomes
larger.
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This article considers a location and query privacy-aware LBS server that
wants to proactively broadcast location-based data periodically to users moving
in a specific geographic area. This research wants to find a proper balance be-
tween privacy and response time when users change their needs. For example,
assume tourists, located at noon at a public square, desire restaurant informa-
tion. However, these tourists could be interested in visiting attractions like a
park or museum after some hours. Therefore the air channel must be updated
with fresh and the most needed data.

Our idea is to view the air channel as a “cache memory” from which users lis-
ten to the most needed data before directly accessing the “main memory” which
is the LBS server. However, choosing what data to broadcast is challenging be-
cause many queries are dummy, and therefore, their corresponding answers could
be useless. Moreover, the LBS does not know the number of queries answered
by the air channel since the LBS receives only those queries whose answers were
not found “on the air”. Our key idea is to use these latter queries to estimate
our air channel’s success. We will discuss a few approaches to do so.

The remainder of this paper organizes as follows: In Section 2, Related work
is presented. In Section 3, a system overview is exposed. Section 4 discusses
our ideas to implement a cache memory over the air channel. Finally, Section 5
provides some perspectives on future work and the conclusions.

2 Related Work

In this paper, we present the related work based on two categories. In the first
one, we expose approaches that perform data broadcasting to preserve location
privacy. The second category, where privacy is not a concern (all data is valid),
summarizes some relevant approaches to selecting what data should be broadcast
first on an air channel.

2.1 Location-privacy aware Query Processing

In [15], the researchers provide a three-tier architecture in which the anonymizer
server takes the role of a broadcast server. Here, users submit their queries to the
anonymizer to protect their location privacy which subsequently forwards them
to the LBS. Query results are publicly broadcast only once to all mobile users,
and data broadcast consists of query answers being currently asked to the LBS
server. Our proposal distinguishes itself from this work in two aspects. First, our
broadcast server periodically repeats data broadcast to everyone even when no
queries have been received at the LBS. The second one is that we consider that
the broadcast combines some selected current query answers with a few past
transmitted ones.

Galdames et al. [7] propose a similar three-tier architecture as the one pro-
posed by [15] that aims to organize query answers considering the followings
four performance metrics; server’s throughput, user’s response time, effective-
ness, and unfairness of the broadcast. However, the main drawbacks of their
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techniques are; first, it does not limit the size of a broadcast, and in the worst-
case scenario, the LBS can broadcast the entire database. The second one arises
when users contact the LBS server, they do not get their answers immediately
but in the next broadcast. All these situations can negatively affect the response
time. The third one is that this work does not provide a metric to measure the
privacy loss when users access an LBS. Finally, our work aims to extend the
notion of LCQs to protect query privacy, which is another dimension of privacy
not considered by [7,15].

Li et al. [14] propose a suite of privacy-preserving Location Query Protocol
based on cryptography. This work assumes that POIs correspond to sensitive
information (like other users’ current location), and they are only transmitted
to the querier. On the contrary, in our work, we assume POIs correspond to
public locations like a restaurant, a museum or a hospital, and answers can be
publicly known to everyone. This way, users can eventually find answers on the
air channel without revealing their presence to the LBS. Similarly, Schlegel et al.
[25] proposes a system for protecting location privacy based on a semi-trusted
third party using cryptography as well. Here, answers are only provided to the
querier, although other users could be interested in the same data. Although
cryptography will become the basis for protecting privacy in the future, current
solutions incur higher communication overhead and higher server workload.

2.2 Scheduling techniques for precise on-demand queries

This subsection includes related works, proposing different techniques to sort in
real-time data and then broadcasting it publicly to everyone. In all this work
is assumed that users release their exact location and query to the LBS server,
and therefore, privacy is not a concern.

Request based on single-item Aksoy and Franklin [1] propose a scheduling
algorithm, named RxW, for large-scale on-demand data broadcast. RxW cor-
responds to a metric where R is the number of answered requests, and W is
the maximum request time which has not been processed. The authors proposed
three heuristics; the first one exhaustively looks for the broadcast with maximum
RxW, the second one prunes the search space, and the third one makes up the
scalability in favour of the response time for the average and worst-case.

In [28], the researchers propose a scheduling algorithm named SIN-c, which
considers the urgency and productivity of serving sending requests. The schedul-
ing algorithm has the following characteristics: First, data items answering pend-
ing requests have the highest priority to be transmitted. Second, the algorithm
considers the deadline associated with each query to determine its order in the
data transmission. Third, it can only join a new request with a pending one if
both requests ask for the same data item. Fourth, the data elements have a fixed
size.

Request based on multi-item In [6], six single-item request-based schedul-
ing algorithms are analyzed in time-critical multi-item request environments.
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Scheduling algorithms such as SIN-o, RxW y LWF impair their performance
when dealing with the multi-item request.

Wang [27] explores five scheduling algorithms that intend to minimize the
worst access time for both popular and unpopular queries. These algorithms aim
to find the set of answers as large as possible so that its worst access time is
the minimum possible. According to the authors, this challenge can be solved
optimally if mobile users’ access patterns are present in some particular form.

Lu et al. [17] analyze the multi-item request scheduling on-demand wireless
data broadcasts to minimize the average access latency. The authors developed
a two-stage scheduling scheme to sort the requested data items. The first stage
implies the selection of data items to carry out the broadcast in the next period.
The second stage involves scheduling the broadcasting order for the data items
chosen in the first stage. This work proposes two scheduling algorithms named
MTRS (Maximum Throughput Request Selection) and MLRO (Minimum La-
tency, Request Ordering).

It is essential to highlight that our work can be classified under the multi-item
scheduling techniques.

3 System Overview

In this section, we first present some definitions, then the system architecture,
and finally, how the query results are organized to be transmitted in an air
channel.

3.1 Preliminary Details

There are a variety of Location-Based Queries, but the most popular ones are
the K-Nearest Neighbor Queries and Range Queries. In [7], the authors show
that a K-NN query can be converted to a circular range query centred at the
query owner’s position, and radius equals the distance between this owner and
the location of its K-th nearest neighbour. Accordingly, we assume that all user
requests are range queries. Hence, we understand a range query as follows:

— Range query (rq). A user is looking for all Points of Interest (POIs) whose
location falls into a given square region and satisfying a given condition. For
simplicity, we assume this condition is a single description of the type of POI
that the user is looking for. This type could be restaurant, hotel, hospital,
ATM, and so on. The square region is defined by the client’s position and
size (r), which its owner defines. Thus, we say the answer of a range query
rq corresponds to all POIs of a given type whose locations are within the
square area defined by the query.

Additionally, in the research literature, the K-anonymity approach has been
extended to a spatial K-anonymity. Here, a region called the cloaking region is
built for each user to protect its location privacy. A few authors have defined a
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cloaking region as the set of positions that contains the exact user’s location, and
at least other K — 1 users’ locations [9, 30]. Other researchers assume a cloaking
region is a single and convex area enclosing the user’s exact location and also the
locations of others [21]. Finally, other authors consider a cloaking region as a list
of fragmented regions [13,23,22,8] and the K — 1 positions are chosen in such
a way that the target user is highly likely to be located there as well. Although
our techniques can work with any of these approaches, we assume the latter one
in this work.

— Cloaking region (R). A set of K disjoint spatial locations in which a user
can be with high probability. The value K is the anonymity degree a user
demands, and one location of R must be the real user’s position.

For simplicity, we assume that the entire network area is split into Lz L cells,
and a user’s cloaking region consists of a set of K different cells [23, 8], and one
of these cells contains the exact location of the user. Since we have introduced
the definition of a range query and a cloaking region, now we can introduce a
Location-Cloaked Query (LCQ):

— Location-Cloaked Query (q). Given a range query rq and a cloaking region R,
we define an LCQ as the set of all K range queries whose shape is the same
as rq, but each query is anchored at each location of R. Thus, answering an
LCQ means answering each of its corresponding range queries.

However, as many authors have shown, k-anonymity is not enough to preserve
privacy [18] and proposes the concept of I-diversity. A location-based query is
grouped with other nearby queries but has at least [-distinct sensitive attributes.
In other words, all these queries must all be of distinct type of POI. For example,
two users in the same neighbourhood demand 2-diversity. The first is looking for
a nearby hospital, and the second is looking for a liquor store. These two queries
have different semantics and can be considered sensible queries. Therefore the
system can submit them as one big query to reduce the loss of query privacy
since the LBS cannot distinguish which one comes from a specific user.

— A set of dummy queries (D(lcq)). Given an LCQ leg, we define a set of
dummy queries as a collection of LCQs having at least [-distinct type of
POlIs.

3.2 A Broadcasting LBS

Without prejudice to the generality, we assume there are many mobile GPS-
capable users and a single LBS server, which is responsible for handling all
data related to the point-of-interests (POIs). Each POI consists of a geographic
position and any description details about this position. The LBS indexes all
POlIs for fast retrieval of the description from a database using a simple approach
proposed by [7,15]. This approach partitions the network domain into a set of
cells, as shown in figure 1. The triangles represent some type of POL.
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If the number of POIs located inside a cell exceeds some threshold, the LBS
recursively partitions this cell. The LBS server can maintain in the main memory
the indexing nodes, which stores the cell partitioning hierarchy. On the other
hand, all data nodes, each keeping a list of POls, are stored on a disk and
retrieved when needed. In this paper, we assume the cost of processing an LCQ
is proportional to the number of data items that the server needs to recover from
the database.

The LBS server periodically broadcasts data related to all POIs within a
chosen list of cells to all users moving in the network area. For simplicity, we
assume the LBS server has a permanent public air channel to disseminate data
to everyone. Also, the LBS server can open a private air channel to transmit
data back to a user for a short period.

The system architecture is displayed in figure 2. When users do not find
answers to their queries, they submit them directly to the LBS at step (1).
The LBS processes them at step (2), and sends them back to each user its
corresponding answer through a private air channel. In parallel, the LBS also
chooses, sorts and broadcasts new data in tandem throughout the public air
channel at step (3). Finally, new users listen to the public air channel (4) and
download the data required by them without directly accessing the LBS server.

Each mobile user knows the network partitioning but has no details/description
of the nearby POIs. Before submitting a range query to the LBS, each user lis-
tens to the air channel until it listens to a unique mark that indicates the end
of the existing data transmission. If a user finds all POIs within its range query
satisfying a given condition or type, we say it satisfies its query, and this user
does not need to contact the LBS. On the contrary, if it does not find the data
required to answer its query, it needs to create a set of location cloaked queries.
First, it requests a cloaking region to protect location privacy and also a set of
dummy queries to protect query privacy to a third trusted party. Finally, the
user submits all these LCQs to the LBS.

For simplicity, we assume the LBS server keeps a query queue @, and all in-
coming queries are first placed in this queue. After that, the server has completed
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the transmission of some data; it processes in batch all outstanding queries in
@ and also transmits each specific answer to its corresponding user throughout
private air channels. Our problem arises when the LBS server needs to decide
what data should be broadcast to everyone. For one side, the server can reduce
its workload in query processing by transmitting a large amount of data. For the
other side, the server must limit the amount of transmitted data to reduce the
users’ response time.
To facilitate our analysis, we define the following key concepts:

— Server Workload. The number of queries answered by the LBS server in some
period throughout private channels. The higher this value is, the higher the
probability the server becomes a bottleneck.

— Response Time. The time elapsed since a user sent an LCQ to the LBS server
until it got the last data item that answered its query.

— Usefulness. Let d be the total amount of data that a client downloads from
the LBS server and d’ be the amount of data needed for its interest. Then,
client’s download usefulness (U) is defined as %’.A higher U means less client
battery power is consumed in listening to irrelevant data (due to location
cloaking).

— Effectiveness. Let d” be the amount of data needed for all users during
some period T and let B and ordered set containing the amount of data
transmitted in the air channel during 7. Then, the effectiveness (E) of the
public broadcast is defined as \dT/?/r A higher E means the public broadcast
contains relevant data to their clients.

Our idea to tackle our problem is to consider the broadcast channel as a
cache memory. Usually, the performance of the cache memory is determined by
its hit ratio. For operating systems, every time data is found within the cache, it
is an indication this data is relevant. However, our scenario is more challenging
because the LBS does not know with certainty what data is really needed and
provides more data than is really expected.

4 Air Channel Policies for a Broadcast LBS

Let @ be the set of outstanding LCQs at some time. When @ is processed, the
LBS server obtains the list C' of all grid cells containing POIs relevant for all
queries in @. For example, consider figure 3, in which two LCQs, denoted as
Q1 and )2, need to be processed. The server retrieves all cells overlapping the
query which corresponds for @1, the cells {5,6,7,9,10,11,13,14,15} and for Q5
are the cells {2,3,4,6,7,8,10,11,12} . In this figure, the black dot represents a
user’s location, and the red square identifies the cell in which a user is currently
moving. Finally, the server retrieves all data about the POIs in these cells from
its database.

When all relevant cells and their POIs are retrieved, the first server’s goal is
to establish an order of transmission of the POIs in the public air channel. We
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define B as a FIFO queue that establishes the order of transmission of the POIs
related to C. It is relevant to mention that if the size of C is larger than the
maximum size allowed for B, denoted as |Byqz|, only a subset of C' is broadcast
to everyone throughout the public air channel.

The algorithm 1 establishes a broadcast program, which indicates what data
should be transmitted first in the public air channel.

Algorithm 1: Preparing a Broadcast Program

Data: @) the list of outstanding queries at some point in time.
Result: A broadcast program B.

1 B+

2 Qtemp — Q;

3 while Qemp # 0 do

4 Qeff(* Qtemp;

5 while Q.5 # () do

6 Ceyy < all cells requested by queries in Qefy;

7 ¢ < cell with the highest priority in Cesy and ¢ ¢ B;

8 B.push(c);

9 Remove from Qcpy and Qiemp all queries whose relevant cells are
all included in B;

10 end
11 while |B| > |Bja.| do
12 ‘ Remove the cell with lowest priority from B;
13 end
14 end

15 |Return B

Lines 5-10 choose the highest priority cell, and Q.fs stores all queries over-
lapping such a selected cell. It is essential to highlight that a query response is
composed of multiple cells or items, and according to [7], to achieve an aver-
age low response time is necessary to transmit all cells relevant to the query as
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close in as possible in the broadcast program. Lines 11-13 filter out those cells
with low priority only when the size of the broadcast program is larger than the
maximum one sets for the system.

One final aspect to discuss is how the broadcast program (aka cache memory)
is adjusted when new queries arrive at the LBS server. Here we have several ideas
based on the following definitions:

— Popularity of a cell. We calculate this priority as the number of queries
overlapping a cell. As suggested by [7], the more queries intersect a cell,
the higher the probability some user needs this data from that cell. Let us
consider figure 3; we can say cell 7 is more popular than cell 5 since two
queries overlaps cell 7, but only one for cell 5.

— Popularity of a query. The average popularity of the cells overlapped by this
query divided by the number of cells overlapped by the query. We want to
penalize those queries having a large cloaking region since this situation will
make the LBS transmit useless data.

Select data depending on the the popularity of their corresponding cells,
the time a cell has been present in a broadcast program, and the number of
current queries that are answered when a chosen cell is included in the broadcast
program. Given the size of the broadcast program (aka size of our cache), our
idea is to select a few specific cells from those requested in the current answered
queries and cells chosen in the latest broadcast program. In the best scenario,
the LBS does not receive new queries, which means it keeps broadcasting the
latest computed broadcast program; otherwise, the latest program is adjusted.

5 Conclusion

In this work, we have considered a location-privacy aware Location-Based Service
(LBS) that works at the application layer and proactively broadcasts location-
based items to all users in a service area. An item consists of the location of
a Point of Interest and extra information related to this point. Usually, a user
demands to know all POIs within a particular region, and thus a correct answer
consists of many items. When a user needs a service, it first listens to the data
being currently broadcast and usually tries to find multiple items. However, when
relevant data is not found for all needed cells, it submits a Location-Cloaked
Query to the LBS.

In this paper, we have discusses these challenges of periodically broadcasting
location-based items in a way that balances users’ response time, users’ location
& query privacy leaks, and the server’s workload. We expect to propose a system
that regularly adjusts a broadcast program based on current pending outstand-
ing LCQs and previous computed programs. The challenge is to predict which
data are not needy and can be removed for future broadcast. Finally, we plan
to test the impact of inserting some air index in a broadcast program as suggest
by [11].
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Abstract. Machine learning (ML) methods and solutions are of high importance
for real-time automated identification and remediation of potential sources of
performance degradations in cloud operations to minimize their impacts. At the
same time, natural lack of human-annotated or labeled data in this domain is a
serious bottleneck for reliable and automated root cause analysis (RCA). We pro-
pose ML approaches that address this problem from different perspectives. Spe-
cifically, we describe ideas and methods for predictive modeling of application
components subject to a Key Performance Indicator (KPI), including a data self-
labeling technique to benefit from supervised learning algorithms. For an exem-
plary distributed application and its selected KPIs such as a latency metric, inter-
pretable models are trained, validated against expertise of application developers,
and used for producing run-time root-cause recommendations on KPI abnormal-
ities.

Keywords: Cloud infrastructures, Key Performance Indicators (KPI), automated
root cause analysis, explainable ML/AL

1 Intelligent Diagnosis of Cloud Environments

1.1  Explaining Factors of Misbehaviors

Expert efforts and knowledge are not anymore adequate for reliable management and
quick remediation of misbehaving components of modern cloud environments tending
to build self-driving capabilities (such as an application KPI optimization). Backtrack-
ing and finding root cause of failures in those distributed environments with high degree
of sophisticated interrelations among data center objects is an extremely hard problem.
Machine learning helps to automate the management of such complex systems [1] that
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contain thousands of objects like virtual machines (VM), Hosts, datastores, via moni-
toring millions of time series metrics, huge volume of logs, and application traces, to
capture a high-resolution image of the entire stack.

Automated RCA with machine intelligence is a core problem in the self-driving data
centers context. However, for gaining user trust in ML solutions it is also essential and
preferable to build such technologies on top of interpretable models [2], [3]. There are
multiple factors that hinder designing effective RCA solutions with ML for cloud com-
puting infrastructures and applications, the main one is the lack or absence of labeled
data. Operator or expert verified/annotated/labeled data sets are hard to obtain in this
domain and ungeneralizable from one environment to another because of eco-system
specifics.

In that context, we outline ideas and a prototype solution for automated RCA in
terms of diagnosing KPI degradations (i.e., value range which is unacceptable or ab-
normal for the user) that target troubleshooting customer data centers, as well as self-
diagnostics of the operations management products performing surveillance of those
environments. The latter is enabling a proactive/predictive support capability of cloud
management solutions, while collecting high-frequency telemetry data from the prod-
ucts.

Our proposal is built on the following ideas:

- Applying KPI metric as a source for generating labels for the entire data set of the
application, while quantizing it into two or more class IDs. A parameter which can
be a hard threshold on the KPI behavior required by the user, or, a high-quantile
value of the same metric, splits this time series into two ranges where the applica-
tion state is categorized as either normal or abnormal.

- Training regression and classification models to leverage those in predicting KPI
abnormalities, while also evaluating relative variable/feature importance scores of
those models to be employed for interpretability purposes.

- Applying decision trees and rule induction (a form of explainable Al) algorithms
to derive consistent conditions on behaviors of the application features for recom-
mending potential causes of abnormal KPI instances.

Overall, the objective of such a study is to identify important features and condi-
tions of cloud applications subject to impact on KPIs. Based on this, intelligent cloud
management solutions can provide recommender systems for optimizing applications
performance (while indicating those important variables to be tuned) and predicting
patterns causing unacceptable performance states (hence, accelerate the system recov-
ery). This work focuses on experimental evaluation of the self-diagnostic use case of
the technology leading cloud management solution vRealize Operations [4]. Fig. 1 de-
picts this product application in its functions to monitor and guard multi-cloud infra-
structures. The diagram reflects three cloud environments built on 1) VMware com-
pute/storage/network virtualization solutions vSphere, vVSAN, and NSX [5], 2) such an
infrastructure hosted in Microsoft Azure, and 3) native Azure service, respectively.

While this distributed application is intelligently managing various cloud environ-
ments, the product itself might greatly benefit from self-healing capabilities or auto-
mated recommendations for performance improvements and recovery from misbehav-
iors. Architectural specifics and variety of workload patterns at different types of clouds
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may affect/stress vRealize Operations performance differently. Therefore, for self-di-
agnostics purposes, special models need to be trained for each case with specific re-
quirements on KPIs behavior set by users. Various ML algorithms are employed for
comparative analysis including neural networks. Expert validation of discovered pat-
terns promises wider adoptability of the approaches in real world scenarios with limited
or unavailable annotated data sets.

VMware vRealize Operations Cloud: https://cloud.vmware.com/vrealize-operations-cloud

VMware Environrent Azure VMware Sollition Native Azure
Services

App
Registration

vCenter  Cloud Proxy ' vCenter  Cloud Proxy
= B < s =N

vSphere VvSAN vSphere VSAN

Customer Infrastructure Azure Global Infrastructure

Fig. 1. vRealize Operations in multi-cloud management.

1.2 Notes on Methodology

In our study we apply both regression and classification methods, including rule induc-
tion algorithms, as well as information-theoretic feature ranking techniques. In one sce-
nario, we are interested in identifying potential factors explaining the KPI behavior, in
another one, the problem is to predict KPI abnormality and deduce "rules" leading to
such situations. Rule induction is always preferable if the interpretability of the models
and patterns are required compared to their predictive power. In this work we experi-
mented with CN2 [6] (see its implementation in the visual programming tool Orange
[7D.

Further research needs to address the problem of efficient management of multiple
trade-offing KPIs for an application.
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Abstract. Diagnostics of IT issues in cloud applications by means of the distrib-
uted tracing is one of the key functionalities of modern monitoring and manage-
ment systems. Traces are one of the main data sources for AI/ML empowered
analytics together with time series and logs. Proactive identification and acceler-
ated remediation of issues in complex cloud environments require real time and
intelligent root cause analysis based on all available data sources before those
problems will affect end-users. However, successful adoption of Al solutions is
anchored on trust and the acknowledgement of potential benefits. Explainable Al
(XAI) is gaining more and more popularity by enabling improved reliability, con-
fidence and trust towards smart solutions. We focus our attention to modern ap-
plications with microservices architecture and consider the application of rule-
induction systems to the tracing traffic passing through a malfunctioning service
for possible explanations. Rule-learning classification methods have sufficient
scalability and interpretability for revealing practical patterns from large datasets.
We show how those methods identify microservices responsible for the perfor-
mance degradations.

Keywords: Explainable Al rule learning algorithms, distributed tracing, root
cause analysis.

1 Introduction

Cloud computing is the reality of modern IT infrastructures and applications. It pro-
vides with the plenty of benefits like scalability, resiliency, security and elasticity.
However, it also has several complications which will alleviate the benefits if not ap-
propriately handled. The first and foremost is the cloud architecture complexity with
heterogeneous components which makes unrealistic for system administrators to per-
form manual optimizations and troubleshooting. Cloud systems require continuous
monitoring with AI/ML empowered analytics for timely prevention of upcoming per-
formance degradations.

The growth of large-scale distributed cloud environments requires more advanced
and intelligent root cause analysis (RCA) of IT issues. System administrators are no
longer able to perform real-time decision making and explainable RCA should be the
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most valuable property of Al engines. Explainable Al (XAI) [1] builds trust and in-
creases the expertise for a better system administration. The main purpose of XAl in
management solutions is not only in timely predictions of upcoming IT issues but pri-
marily in explaining why and how those decisions were made. The list of powerful XAl
solutions is rather long. It includes modern methods like LIME [1], SHAP [2], the clas-
sical rule-induction systems [3] and tree-based methods [5], [6].

Distributed tracing (see [7-9]) is the best-known method for the monitoring of mod-
ern applications especially consisting of microservices architecture. Traces (see Fig. 1)
observe end-to-end requests that propagate through the distributed microservices and
detect transaction slowdowns. A single trace contains a series of tagged time intervals
known as spans. The spans contain some metadata (known as dimensions or tags) for
better process resolution. The tags contain more detailed information regarding the mi-
cro-process and may include information about a user, the process duration, start time,
cancel time, server IP, etc. A tracing traffic shows how applications and services inter-
act. The monitoring of a tracing traffic through specific services can be accomplished
via RED metrics (see Fig. 1). RED stands for: (R) request rate - showing the number of
requests per second, (E) error rate - showing the number of erroneous traces per second,
and (D) request durations. They identify the status of a system in terms of requests,
errors and durations showing whether the system is slow or has a lot of errors. The main
purpose of explainable RCA is detection of responsible micro-services (spans) and their
tag-values when the corresponding RED metrics indicate problems in specific micro-
services.
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Fig. 1. Tracing browser for an application troubleshooting. RED metrics monitor the health
of microservices through request rates, error rates and durations of traces.

The visualization of a tracing traffic is known as application map (see Fig. 2). We
can explore specific services, view requests, errors, and durations for each service and
see the tracing traffic, including the traffic directions. RED metrics for specific services
identify the statuses in different colors. By default, the statuses are visualized based on
the errors. The traces corresponding to the blue-colored services have a few errors. The
traces corresponding to the red-colored services have a big portion of errors. By navi-
gating into a degraded node (see the red-colored nodes in Fig. 2), we can collect all
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available traces passing through the selected service and acquire insights regarding the
causes of the problems.

Analysis of a tracing traffic for troubleshooting purposes were discussed in literature
for several applications (see [10-12]). We focus our attention to modern cloud applica-
tions with microservices architecture monitored via distributed tracing. The RCA can
be triggered simultaneously based on information on errors, requests and durations. In
the first case, the labeling of traces will be performed via erroneous traces. In the second
case, the labeling will be performed via trace durations. Here, we need to identify the
normality for a specific class of traces and label correspondingly the traces with smaller
or bigger durations. In the third case, the labeling should be performed via request in-
formation.
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Fig. 2. An application map for a trace-traffic visualization. Colors indicate the health of each
service based on the values of RED (requests, errors, and durations) metrics. By default, the
services are colored based on errors.

We discuss the application of rule induction classification algorithms to a tracing
traffic for identifying potential conditions that explain issues via trace types, spans, tags
and tag-values. Rule learning (see [3]) is a form of XAl Its power is in knowledge
discovery and explainability. Rule learners are the best if simplicity and human under-
standability are superior compared to the predictive power.

RIPPER (see [13]) is still the state-of-the-art in inductive rule-learning. It supports
missing values, numerical and categorical variables, multiple classes, and scales nearly
linearly with the number of instances in a dataset. The goal of the RIPPER is finding
regularities in data in the form of an IF-THEN rule. Those rules will contain detailed
information on a specific microservices indicating the corresponding names and related
tag-values. We explored several solutions. One of them identifies only the service
names responsible for the performance degradations. This is the fastest solution as the
corresponding tabular data is the smallest, and it is easy to process. However, it has
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lower level of explainability. The other solution processes both the names and the cor-
responding tag-values. It has higher level of explainability, but is slower as the corre-
sponding tabular data contains span-names and their tag-values. The total number of
tag-values can be rather big for different applications. Fig. 3 shows the result of appli-
cation of the first approach. We hid the corresponding span-names due to confidential-
1ty.

We performed experiments for one of VMware customers. We detected a spike in
one of the RED metrics responsible for the errors for a specific service. The correspond-
ing service in the application map turned into the red color. We queried around 11,000
traces passing through that service for the latest minutes when the spike was detected.
Around 2000 traces were erroneous with label “output = 17 that should be explained.
The traces had 186 unique span names and the goal was detection of those ones respon-
sible for the errors. Fig. 3 shows five such rules revealed by RIPPER. The rules are
simple containing only one condition.

(span A =1) = output = 1 (868/17)
(span B = 1) => output = 1 (501/0)
(span C=1) = output =1(511/211)
(span D = 1) = output = 1 (185/25)
(span E = 1) = output = 1 (127/3)

=> output =0 (9701/84)

Fig. 3. An example of rules induced via RIPPER.

The fraction at the end of each rule shows the number of traces firing the rule and the
number of misclassifications. For example, the first rule will be fired for 868 traces
with 17 false positive alarms. The fractions allow us to calculate the recall and precision
of each rule. Different rules can be prioritized via recall and/or precision.

2 Conclusion

We showed how rule-induction methods can be applied for the root cause analysis of
an application performance degradations. We focused our attention to modern cloud
applications with microservices architecture monitored via distributed tracing. Our goal
was providing explanations showing which microservices were responsible for a trans-
action failure or slowdown and, when possible, revealed detailed information regarding
the causes of a problem. We discussed the application of RIPPER to this problem and
its potential benefits.
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Abstract. Proactive and timely user support is the foundation of customer loy-
alty. One of the main reasons of customer loyalty and satisfaction is the tolerable
mean time to resolution of service requests. Another important measure of suc-
cessful customer support is the reduction of the total number of service requests.
Those key characteristics can’t be improved via extensive time investments by
technical support engineers due to the complexity of modern cloud operations.
There is a natural lack of domain expertise due to the diversity and complexity
of customer ecosystems. The only feasible solution to the problem is the devel-
opment of proactive and intelligent analytics that not only automate/accelerate
the resolution of currently available requests but also anticipate potential issues
through proper customer segmentation and rule discovery. We describe an ap-
proach to the problem via relevant recommendations which link together histor-
ical requests and the corresponding knowledge base article as a potential reme-
diation of the identical issues. Moreover, it reveals trending issues and requests
which require urgent intervention of technical engineers. Based on the provided
recommendations, they can construct rules for the proactive resolution of similar
issues in a customer environment from the same segment. The Al-engine lever-
ages several pipelines for data collection and preprocessing, model training and
knowledge discovery. Data pipelines process a large collection of service re-
quests and knowledge base articles. Training pipelines learn product-specific lan-
guage models based on BERT transformers which the recommender system uti-
lizes for a problem resolution.

Keywords: Customer Support Service, Service Request, Knowledge Base Arti-
cle, Proactive Support, NLP, BERT, Transfer Learning, Recommender System.

1 Introduction

A successful customer service is the future of any IT company as it supports the devel-
opment of a business, the improvement of a retention and the growth of sales. Customer
services follow two parallel strategies — the improvement of ongoing case-resolution
processes by automation and acceleration of decision-making flows, and anticipation
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of the future trendy issues with proactive resolutions. Both objectives can be accom-
plished via Al-driven analytics based on the behavioral analysis of customers, cross-
customer data correlations, historical analysis of previous service requests (SR) and
their resolution experience via knowledge base (KB) articles, expert knowledge for a
“rule” generation, etc. Cloud operations are so complex, and the number of daily issues
is so big that the simple increase of the number of support engineers will be insufficient
for the reduction of the mean time to resolution (MTTR). The development of Al plat-
forms is the necessity for the modern enterprise cloud applications where the expert
knowledge of support engineers can be an important complement.
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Fig. 1. Visualization of feature vectors in the 3D space with the three first principal
components.

Our main goal is to demonstrate the process of mitigation of the complexity of sup-
port operations and the improvement of the proactive support capabilities with self-
remediation perspectives. The solution employs a series of pipelines with the final goal
to train a product-specific language model based on historical SR and KB datasets.
Language models will assign to each SR and KB some feature vectors (see Fig. 1) for
similarity comparisons. We utilize cosine similarity distance and similar objects must
have almost collinear feature vectors with cosine distance equal to 1. Fig. 1 shows such
two similar SR documents with the highlighted IDs which are also close in the 3D space
of the first three principal components.

The corresponding recommender system can utilize the feature vectors for matching
similar SRs and KBs (see direct KB recommendation box of Fig. 2) that will accelerate
the process of resolution. It also can recommend similar SRs (see SR recommendation
box of Fig. 2) that can be helpful for clarifying the nature of an unknown current prob-
lem by matching it with the known historical ones. The set of similar historical SRs can
contain some historical KBs potentially useful for the current issue (see indirect KB
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recommendation box of Fig. 2). Meanwhile, the detection of recent similar issues from
a specific customer group can help for identifying upcoming issues and proactively
announce remediation strategies through the set of product and customer specific rules.

1

4
BERT
inference
2 3
Similarity s
Recommendation
5
Direct KB
6

Indirect KB

Recommendation

Fig 2. The high-level schema of the recommender system.

The recommender system utilizes Bidirectional Encoder Representations from
Transformers (BERT) language model (see [1]). We are using BERT-Large pretrained
model with 24-layers, 1024-hidden layers, 16-heads and 340 million parameters. BERT
has "cased" and "uncased" models. We use uncased models as our datasets are insensi-
tive towards the case information. There are two different techniques for word masking
processes. The first one is the random selection of masks, and the second one is the
whole word masking. In the latest models, all tokens corresponding to a word are
masked at once. Experiments showed that the whole word masking technique slightly
outperforms. Fine tuning of the pretrained BERT model is performed on SR and KB
customer datasets containing more than a million documents. We perform tuning of the
model with the sequence length of 128 for 90% of the steps. Then, we train the rest
10% with the sequence length of 512 (the final length of the feature vectors) to learn
the positional embeddings. The experiments were showed that masked language model
accuracy for fine-tuned model was about 77% while next sentence prediction accuracy
was almost 95%.

2 Acknowledgement

Arnak Poghosyan and Tigran Bunarjyan were funded by RA Science Committee, in the
frames of the research project No 20TTAT-Ala014.



35

References

1.

Devlin, J., Chang, M.-W., Lee, K., Toutanova, K.: BERT: Pre-training of Deep Bidirectional
Transformers for Language Understanding. In: Proceedings of the 2019 Conference of the
North American Chapter of the Association for Computational Linguistics: Human Language

Technologies, vol. 1 (Long and Short Papers), pp. 4171-4186. Association for Computational
Linguistics, Minneapolis, Minnesota (2019).



36

Computer Vision Applications for Smart Cities
Using Remote Sensing Data: Review

Lilit Yolyan1 [0000—0002—7848—3124]

Yerevan State University, Alek Manukyan 1, 0025, Yerevan, Armenia
1l.yolyan@ysu.am

Abstract. In a rapidly growing level of urbanization, overpopulation
has become one of the main problems for municipalities, the country’s
economy, and public administration. Many issues related to waste man-
agement, urban resource planning, air pollution, traffic and traffic conges-
tion, and public health issues challenge existing infrastructure. A smart
city aims to improve the way people live, create a more sustainable envi-
ronment, and make it easier for municipalities and governments to man-
age all of these processes. The application of artificial intelligence and
computer vision methods can solve the problems of a smart city (surveil-
lance, area coverage, land use and land cover, damage monitoring, fire
detection, etc.) that were impossible or hardly solved a few years ago.
Here we review deep learning and computer vision applications for smart
cities using remote sensing data. In addition, we present 2 types of data
sources for creating smart city datasets for cities in Armenia. The first
type is potential data sources that can be collected through the efforts
of the municipality, the second type is open source data ready to be used
for the solutions below.

Keywords: Smart City - Computer Vision - Deep Learning - Remote
Sensing - Artificial Intelligence.

1 Introduction

According to the World Bank dashboard, the world population in 2021 is 7.8
billion. At the same time, the level of urbanization in 2020 amounted to 56.15%
[1]. Based on the UN Economic and Social Affairs report in 2050 the level will
reach 68% [2]. Due to the overpopulation of existing cities, municipalities are not
prepared to deal with the many different challenges that a high level of urban-
ization brings with it. Many issues related to waste management, urban resource
planning, air pollution, traffic, transportation overload, and public health issues
challenge existing infrastructure [3]. Cities are currently facing these challenges
and are trying to find new, revolutionary and smart ways to deal with emerging
and existing overpopulation problems. Although the concept of a smart city is
becoming more and more trendy among researchers, there is no single clear def-
inition of what this paradigm represents. Paskaleva K.A. (2009) defines a smart
city as one that takes advantage of the opportunities offered by Information
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and Communication Technologies (ICT) in increasing local prosperity and com-
petitiveness — an approach that implies integrated urban development involving
multi-actor, multi-sector and multi-level perspectives [4]. A city “connects the
physical infrastructure, the IT infrastructure, the social infrastructure, and the
business infrastructure to leverage the collective intelligence of the city” [5]. A
city “combining ICT and Web 2.0 technology with other organizational, design
and planning efforts to dematerialize and speed up bureaucratic processes and
help to identify new, innovative solutions to city management complexity, to
improve sustainability and livability” [6].

In 2012, Chourabi introduced a completely new framework to explain smart
city concepts, and based on this framework, there are 8 critical factors that can
help create new smart city initiatives: management and organization, technology,
governance, policy context, people and communities, economy, built infrastruc-
ture, and natural environment [3].

As we can see above, in different publications the concepts of a smart city are
described in different ways, but one thing unites them. Most researchers note
the importance of ICT in the development and implementation of smart city
concepts in urban infrastructure. In Chourabi’s framework technology is one of
the 8 factors that can influence the development of the city.

As was mentioned before ICT is one of the game-changer in city planning, it
has a huge impact on the development and implementation of smart city con-
cepts. Technologies like sensors, IoT, networks, and algorithms can make cities
smarter|7]. Those technologies can have a huge impact on all different infrastruc-
tures of the city like city administration, education, healthcare, public safety, real
estate, transportation, and utilities. Harrison et al. mention the importance of
operational data, which is a combination of data extracted from traffic, power
consumption, and other sources, in order to optimize the operations. In their
work three points are mentioned as the most important features of smart cities:
(1) the near-real-time data obtained from physical and virtual sensors, (2) the
interconnection between different services and technologies inside the city, and
(3) the intelligence from the analysis of the data and the process of optimizing
and visualizing it [5]. Sensing technologies and IoTs are the source of the huge
volume of data that can be gathered and processed to solve problems like water
distribution, electricity distribution, energy consumption in buildings, building
and bridges monitoring, environmental monitoring, etc [22]. Some researchers
stress the importance of data gathering, as a starting point for creating a smart
city. Then this data can be used to provide services [8]. Gharaibeh and al. discuss
different applications of smart cities using data gathered from sensor networks,
Unmanned Aerial Vehicles (UAVs), Vehicular Ad hoc Networks (VANETS), IoT,
Social Networks, 5G and Device-to-Device (D2D) communications [23].

2 Visual Data for Smart City Problems

The many definitions presented above show that ICT is one of the keys to success
in making a city smart. But collecting data is only a small part of the whole
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process. Gathered data can be used differently: (1) visualization mechanisms
like dashboards for different e-government departments [9], (2) video streaming
from surveillance cameras for safety reasons [10,11], (3) monitoring systems for
buildings and roads [12], (4) sensors for transportation improvements [13].

A huge part of the data for the smart city can be visual data gathered from (1)
surveillance cameras, (2) city cameras, (3) Unmanned Aerial Vehicles (UAV), (4)
Satellites, etc. Visual data can be used for data visualization and Al in different
areas.

One of the most useful data sources can be aerial imageries, that gather
remote sensing data. “Remote sensing is the practice of deriving information
about the Earth’s land and water surfaces using images acquired from an over-
head perspective, using electromagnetic radiation in one or more regions of the
electromagnetic spectrum reflected or emitted from the Earth’s surface” [14].

Remote sensing data is collected with the help of special cameras which mea-
sure reflected and emitted radiation of an area at a distance. They use different
technologies like photogrammetry or LiDAR sensors to find fingerprints of ob-
jects on the Earth surface. Based on the type and the used technology these
cameras can be placed on:

— Satellites and airplanes and can collect images of very large areas on the
Earth surface,

— Sonar systems on the ships can scan the ocean floor without reaching the
bottom,

— Cameras on satellites can be used to capture temperature changes in oceans.

Types of remote sensing data differ depending on camera type and where it
will be placed. Those are different types of remote sensing data:

— Light Detection and Ranging (LIDAR),
Radio Detection and Ranging (RADAR),
Unmanned Aerial Systems (UAS),

— Hyperspectral Imagery,

— Thermal Imagery,

Aerial Photography.

LIDAR cameras use laser signals to capture objects on the surface of the
earth, RADAR systems work with radio waves instead of a laser. The third
type uses Unmanned Aerial Vehicles or other similar technologies to capture
images from the bird’s height. Hyperspectral Imageries analyze a wide spectrum
of light instead of capturing images in RGB. Thermal systems use heat to identify
and visualize objects. Aerial images are very similar to UAS images, the main
difference is that aircraft, rockets, or other spacecraft are used to capture images.

3 Machine Learning and Computer Vision Applications
in Smart Cities

Remote sensing data is collected in huge quantities. The correct use of such a
volume of remote sensing data can become a solution to various smart city prob-
lems. And some of these solutions can be found using AI and machine learning
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methods. Machine learning algorithms (Support Vector Machines (SVM), En-
semble models) were used in early applications of Al in remote sensing. Nowa-
days the research involves more and more applications of deep learning. First
damage detection, classification, and localization problems are solved with algo-
rithms like SVM, and later Convolutional Neural Networks (CNN) as well [15]. A
huge amount of smart sensors and Internet of things (IoT) data was gathered in
the sector of energy consumption and mobility where classical machine learning
algorithms are more useful.

Cugurullo suggests three categories of urban artificial intelligence. The first
one is associated with autonomous cars, which can result in many urban changes
like decreasing traffic, energy use, etc. The second category is robotics, which can
improve and fasten many mechanical processes. And last but not least is the city
brain which is a monitoring mechanism that can collect data from different IoT
sensors, analyze the data and create more data-driven decision-making processes
[16].

Deep learning techniques are one of the most popular ones when it comes to
AT in smart cities. The subfield of it is convolutional neural networks which can
be very effective in solving different computer vision techniques. CNNs are the
state of the art for image data. Aerial, remote sensing imageries and surveillance
videos can be input data for computer vision models.

Classification and object detection networks can be used for rescue monitor-
ing, destruction monitoring, area coverage calculations, environment mapping,
and surveillance. Drone data can be used in smart parking, fire detection, en-
vironmental clean-up, agricultural monitoring, etc [17]. Few-shot learning tech-
niques [20] and Siamese networks [21] can be used for image registration.

City cameras can be used in authentication in different urban areas (sub-
ways, airports, and other public places. For security reasons, car license plate
identification and face recognition techniques can be applied [18]. Calculating
traffic volume and driving quality estimation can be done using city cameras or
UAV data. City cameras are a reliable source of data, however, they may have
issues with coverage. UAVs can be used to collect data from regions where it’s
difficult to deploy other technologies [23]. Siamese networks can be used in image
registration problems [19]. Table 1 shows the types of smart city solutions and
the computer vision techniques needed to implement them.

4 Implementation for Yerevan

As was mentioned above there are 4 main remote sensing data sources that can
be used for implementing computer vision techniques to solve smart city prob-
lems: UAVs, city cameras, aerial images, and satellite images. To collect UAV
and aerial images some governmental funds and initiatives are needed. That’s
why for the rest of the paper we will discuss only accessible and existing data
sources. Existing data sources for Yerevan are city cameras and satellite im-
ages. According to a 26.08.2020 report of the Police of RA states, there are 150
crossroad cameras in Yerevan. Many other cameras are placed from Yerevan Mu-
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Table 1. Summary of computer vision application with remote sensing data for smart

cities.

Problem Type

.. . R te Sensi
Computer Vision Technique CIMOLe Densing

Data Type
Rescue Monitoring Object detection, segmentation UAV, aerial images
Area Coverage, Land Usage, Object detection, segmentation UAV, aerial images

and Lang Coverage (LULC)
Damage Monitoring

Surveillance

Smart Parking
Fire Detection

Agricultural Monitoring

People Authentication

License Plate Detection

satellite images

Classification, object detection UAV, city cameras
Classification, object detection, City cameras, UAV
anomaly detection

Classification, object detection City cameras, UAV
Classification City cameras, UAV
Object detection, Segmentation UAV, aerial images,

satellite images

Object detection, Siamese networks, City cameras
Few shot learning

Object detection City cameras, UAV

Drivers Behavior Estimation Anomaly detection City cameras

Image Registration

Siamese network, Few-shot learning UAV, aerial images,
satellite images
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nicipality showing aerial views of the Republic Square, Sasuntsi David Square,
Cascade complex, North Avenue, Mashtots park, Charles Aznavour, and Gare-
gin Nzhdeh Squares in Yerevan city. The main problem with these cameras is
that data is lifestream and it’s not collected for a longer timestamp. Moreover,
the companies that own cameras don’t have warehouses to keep that much data.
The next data source mentioned above is satellite images. 3 satellites collect
data from Armenia as well: Landsat-7, Landsat-8, and Sanitel-2. USA launched
Landsat-7 on April 15, 1999. At the time it was the most accurately calibrated
Earth-observing satellite. Landsat-8 is an American Earth observation satellite
launched on 11 February 2013. Those two are the seventh and eighth satellites
in the Landsat program. Landsat-7 and Landsat-8 have spatial resolutions of
30 meters. Sentinel-2 is an Earth observation mission from the Copernicus Pro-
gramme that systematically acquires optical imagery at a high spatial resolution
over land and coastal waters. The spatial resolution of Sanitel-2 is from 10 to 60
meters.

Table 2. Satellite Scene of Yerevan

Name Number of scenes of Yerevan Monthly number of Coverage
from 09/30/2020 - 09/30/2021 scenes of Yerevan in km per scene

Landsat-7 44 3-4 185x180
Landsat-8 35 3-4 183x183
Sanitel-2 132 8-12 290x290

Table 2 represents the number of scenes(images) of Yerevan per satellite
mentioned above. Here it is noticeable that satellites cover a huge area of land
which are good for several types of problems described above (Area Coverage,
LULC, Agricultural monitoring, etc), but may not be possible to use in other
cases (Damage Monitoring, Surveillance, Fire Detection, etc.)

5 Conclusion

A huge part of smart city problems can be defined as machine learning and deep
learning problems, but main differentiations are underlying in data type, size,
and structure. Here Al problems are more unique, as domain knowledge and data
specialties create new difficulties that are different from classic, general-purpose
AT problems.

Smart City solutions are new for Yerevan. Concepts and potential imple-
mentations are discussed at many datatons and other conferences. However, real
implementations are lacking. Only small projects were developed, such as smart
parking lots with camera detection, educational platforms. Many small projects
and groups are working on specific solutions such as smart garbage collection,
smart traffic, etc. However, the lack of procedures and well-designed plans sup-
ported by the government hinders the implementation of more general solutions.
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However, Yerevan has great potential to use the large amount of data already
collected to solve the problems presented in the previous section.

Smart city challenges cannot be solved without proper data, and remote
sensing is one such data source that can be most useful. Remote sensing data
enables several smart city challenges to be addressed, ranging from city mon-
itoring with dashboards to Al applications for more complex tasks. However,
collecting and working with such big data can be a challenge. The examples in
Yerevan showed that good infrastructure is needed to create processes for work-
ing with such data. Funding from the government or municipality is important
to establish proper data collection procedures and warehouses to collect data
from UAVs, aerial images, and city cameras. In addition, it is important to cre-
ate well-defined procedures and problems to solve with already available data
(eg open satellite imagery).

However, existing datasets can help with AI tasks such as area coverage
and land use prediction, agricultural monitoring, water quality monitoring, etc.
They can be the first steps towards more technological and smart cities without
requiring huge resources.
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Abstract. Activity reporting becomes important in remote work. It is an ap-
proach generally practiced in organizations for getting work progress. Video ac-
tivity reporting has been proposed for distributed organizations, instead of con-
ventional text activity reporting. Rich interactions realized by video activity re-
porting is expected to improve employees’ work engagement, while it is in-
formative to provide work engagement indicators.

In this article, we report the impressions on video activity reporting by universi-
ty students. We conducted four or more weeks of trial with eight participants,
and collected 232 video reports with engagement surveys. Subsequently, we in-
terviewed six participants to explore the feasibility of video activity reporting.
This work highlights the opportunities that video activity reporting can bring in
remote work.

Keywords: Remote Work, Activity Report, Short Video, Work Engagement.

1 Introduction

Today, employees are no longer tied to their cooperate offices. Remote work has be-
come commonplace. Compared with face-to-face working, flexible working hours and
free workplaces in remote work bring benefits such as reduced work pressure and in-
creased productivity [1]. However, with the increased acceptance of remote work,
some issues are coming to the fore. Specifically, the decline in work engagement in
remote work has become even more acute than face-to-face work [2, 3].

Work engagement, or often known as employee engagement, is described as a
positive, fulfilling, and work-related state of mind [4]. Engaged employees, on the one
hand, can support their organizations positively, resulting in higher productivity [5],
better employee performance [6], and business success [7]; and on the other hand,
positive work progress influences employees' own inner work-life significantly. Thus,
maintenance of work engagement is always an essential topic for organizational man-
agement aspect.

In industry, a well-known and generally practiced approach for organizational
management is activity reporting [8]. Employees regularly record their work progress
and report it to their managers, and managers recognize employees' work progress
through it.

During the process, employees also have a chance to review their old progress. In
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fact, not only employees, but it is also used by students in academics [9, 10]. In a
word, activity reporting is widely applied through different time frames and for vari-
ous purposes.

Activity reporting also brings various positive effects. Recent research found that
recording daily work progress highlights can improve workplace wellbeing and inner
work life, including work engagement [11]. Particularly under the remote work situa-
tion where engagement tends to decrease, activity reporting becomes even more es-
sential.

On the other hand, existing activity reporting approaches are mostly text-based
[12]. Compared with text, recently video has gain people's eyes more, which includes
more information. In remote work, where communication is lack, the informative vid-
eo can bring more opportunities to the distributed organizations. Followed by this
idea, the use of video activity reporting has been proposed [13]. It suggests remote
workers record videos instead of text to report their work progress, and their managers
give feedback after check. Through the interaction based on video activity reporting,
the internal communication in distributed organizations can be increased, and remote
workers' engagement is expected to improve.

The preliminary findings in [13] also demonstrated the relationship between video
activity reporting and engagement. Based on long-term daily video reports from one
employee, the analysis proved that non-verbal features in video activity reporting have
the potential to indicate one's engagement level. However, a few questions remain
unanswered: (1) how such non-verbal features in video activity reporting provide a
deeper understanding of engagement, and (2) how others than employees use video
activity reporting.

Towards addressing these questions, we conduct a video activity reporting trial
with eight university students in this work. After at least four weeks of continuous
daily recording trial, we interview six participants to investigate the feasibility of vid-
eo activity reporting for students. Meanwhile, we analyze a total of 232 daily video
reports collected in the trial to generalize and extend the knowledge about non-verbal
features that can become engagement indicators.

The qualitative analysis based on semi-structured interviews explores the benefits
and limitations of video activity reports for students, while investigates the relation-
ship between engagement and characteristic behaviors in video activity reporting.

2 Related Work

2.1  Work Engagement

Schaufeli et al. described work engagement as a positive, fulfilling, and work-related
state of mind characterized by vigor, dedication, and absorption [4]. Although many
other definitions of work engagement exist, all of them point out the importance of it.
It can bring benefits to both organizations and individuals from various aspects [5, 6,
7]. On the other hand, work engagement can also refer to the academic students per-
form. The construct of work engagement proposed by Schaufeli et al. in [4] is applica-
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ble to students [15]. Since the activities students perform are similar to those of em-
ployees, which are goal-directed and structured, they can also be considered a kind of
"work" in psychology [16]. Similarly, higher work engagement has also positively af-
fected students, resulting in improved involvement in studies [17], and better aca-
demic performance [18].

Since work engagement can bring various positive effects, maintaining and pro-
moting it is always critical for any organization. One simple but effective way is to
sense and address disengagement timely. According to the study of how work en-
gagement spread in a large organizational network, Mitra et al. found engagement and
disengagement can spread from one employee to another [19]. Therefore, to maintain
overall engagement, organizations are required to understand individuals' engagement
declined issues promptly. However, in remote work that members cannot meet face-
to-face, recognizing and measuring one's engagement becomes a problem.

2.2 Work Engagement Measurement

Work engagement is traditionally measured through surveys. In practice, many kinds
of scales are used for engagement measurement. For example, the Utrecht Work En-
gagement Scale (UWES) measures engagement from three aspects of vigor, dedica-
tion, and absorption [4]. Intellectual, Social, Affective Engagement Scale (ISA) is
based on the view that engagement has three dimensions: intellectual, social, and af-
fective [20]. Gallup's Q12 employee engagement scale (GWA) uses 12 items to meas-
ure processes and issues that are actionable at the work group's supervisor or manager
[21]. Job Engagement Scale (JES) followed the three components of engagement:
physical, cognitive, and affective [22].

While various surveys have been demonstrated their effectiveness in measuring
engagement, one of the common problems is timeliness. The periodic surveys (e.g.,
annual) generally practiced in organizations caused the difficulty in comprehending
real-time engagement [23]. Since disengagement can spread from one to others [19],
more real-time engagement measures are required in organizational management. Re-
cent studies indicated social media text has the power to predict one's engagement
[23]. Analyzing the word choice used in social media can provide more real-time in-
sights into work engagement, allowing organizations to recognize and address en-
gagement issues faster. Nevertheless, pulse waves, eye movements, and movements
collected by wearable devices were also proved as potential real-time engagement in-
dicators [24]. While these findings bring new opportunities to organizations, whether
such measurements are suitable for remote work still needs discussion.

2.3  Activity Reporting

Activity reporting in the workplace is considered an effective organization manage-
ment tool and essential communication among employee-manager pairs [8]. It is
commonly used as formal communication of work progress, performing in various
time frames (e.g., daily, weekly, and monthly) by modern organizations [12]. Recent
works put the view on using technologies to support activity reporting. For example, a
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personal online tool was designed to help employees' summarize their daily highlights
in work [11], and a conversational agent was proposed to promote employees' activity
recording [25]. These tools bring the activity reporting positive impacts on engage-
ment and self-learning. Besides, activating reporting itself is also powerful. The re-
porting content can be used to predict who will leave an organization [26] and provide
engagement indicators [11].

Nevertheless, activity reporting is also used in academics by students. Activity re-
porting allows supervisors to receive information from students, which helps supervi-
sors understand students' difficulties promptly and alter their instruction based on stu-
dents' requirements. Activity reporting enables students to reflect on their under-
standing of the material and earn better learning skills [9]. Ito et al. discussed the utili-
zation of weekly activity reporting for university students on system development
PBL (Project-Based Learning) [10]. Their findings also demonstrated that word
choice in PBL reports can be used to evaluate students'learning.

Although activity reporting is widely used, it is practiced chiefly in written and
text-based [12], while media use other than text is limited. Therefore, the use of video
activity reporting in remote work has been proposed [13]. By analyzing long-term
video reports from an employee, the preliminary result suggests that non-verbal fea-
tures could indicate one's engagement, bringing new opportunities to measure real-
time engagement to distributed organizations. Also, the feedback from managers is
proposed to promote remote workers' engagement, which aims to address the en-
gagement declined issue in remote work.

Due to the similarity of students and employees in activity reporting and work en-
gagement, how students practice video activity reporting is worth exploring. Through
this work, we explored the feasibility of video activity reporting for students.

3 Video Activity Reporting Trial

In this work, we first conducted a video activity reporting trial with eight university
students. After at least four weeks of continuously daily recording, 232 video reports
were collected, as well as daily engagement surveys.

3.1 Participants

We enrolled eight graduated students from the University of Tsukuba through SNS.
Due to the Covid-19 situation, all participants took lectures and did research remotely,
which can be treated as remote work. As shown in Table 1, all participants are male,
and ages were distributed from 23 to 26. For this trial, seven participants were inter-
national students from China, and one was native Japanese. Since Japanese language
skills are required for reporting, non-native Japanese speaker participants all have at
least JLPT N2 level Japanese proficiency [27], which can support them reporting in
Japanese with no barriers. For each data provided, including daily video recording and
engagement survey, we paid 100 Japanese yen to participants asrewards.
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Table 1. Demographic statistics for participants and their trial results

Participant Nationality Gender Age Actual Trial Days/Video Reports
P1 Chinese 23 63/56
P2 Chinese 25 24/23
P3 Chinese 25 36/33
P4 Chinese 25 34/33
P5 Chinese Male o 37/37
P6 Chinese 24 16/16
P7 Chinese 26 16/16
P8 Japanese 23 26/18

3.2 Procedure

Participants were required to record a video every weekday (except national holidays
in Japan), reporting their daily progress in Japanese. In detail, we instructed as fol-
lows: (1). Reporting content should be your study matters or your research progress.
For example, the lecture you take, the meeting or seminar you attend, your current re-
search progress and plan, the difficulty you meet, and the guidance from your supervi-
sor. (2). For each report, 30 seconds around length is appropriate, but longer or shorter
is also acceptable. (3). There is no limitation to the recording device. You can use
your device (e.g., smartphone, computer) for recording. However, you need to take
off accessories (e.g., masks) that can shade your face, ensuring your whole face can
be recorded in the reporting. (4). Recording place is also not limited, but if possi- ble,
please record somewhere quiet. (5). After every recording, please fill in a short survey
about engagement (UWES-3).

Meanwhile, all participants were required to continuously participate in the video
activity reporting trial for at least four weeks with no upper limit. After four weeks,
they can quit the trial at any time.

33 Measures

In this trial, we used Utrecht Work Engagement Scale (UWES) [4] to measure partic-
ipants' engagement [4]. Since it is a daily measurement, to not burden participants, we
used the ultra-short version of UWES with only three questions (UWES-3) [28]. Fol-
lowed by the idea of the student version of UWES (UWES-S) [15], we slightly re-
phrased the items and presented them as: (1). "When I'm doing my work as a student,
I feel like I am bursting with energy (vigor)"; (2). "I am enthusiastic about my stud-
ies" (dedication); (3). "I am immersed in my studies (absorption)". Each item required
a rate on a scale from 0 to 6, and the average of three ratings was calculated to present
one's engagement level.
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34 Results

Finally, we collected 232 video reports as well as the engagement surveys results in
total. In detail, as shown in Table.1, the maximum number of video reports from par-
ticipants is 56 while the minimum is 16. On the other hand, their actual trial days (ex-
cept weekends and national holidays in Japan) distribute from 16 to 63.

4 Interview

After the trial, we conducted semi-structured interviews to in-depth investigate the
feasibility of video activity reporting. Based on the interview with six trial partici-
pants, we explore the benefits and limitations of video activity reporting for students.
Furthermore, we investigate how their characteristic behaviors in video activity re-
porting are influenced by engagement.

4.1 Participant

The participants for semi-structured interviews are from video activity reporting trial.
We sent messages via SNS to all eight participants at a late date. As a result, six of
them participated in this interview (except P5 and P7).

4.2 Procedure

The whole procedure took around an hour, including review and interview two sec-
tions. Since it is a post-day interview, participants were first required to look back on
all their video reports in the review section, which can help them recall their memory
during the trial period. The review session took 30-minutes around and was held by
participants themselves. Afterward, a 30-minutes around interview session will con-
duct individually.

Due to the Covid-19, we conducted the interview session online via Zoom and rec-
orded the whole process. The interview was conducted in English by two interview-
ers. Before the interview, the interviewers will check participants' video reports. Dur-
ing the process, interviewers will select several video reports with characteristic be-
haviors (e.g., missing recordings, engagement fluctuations, unusual actions, and fre-
quently filled pauses/silent pauses).

The semi-structured interview focuses on two aspects: the evaluation of video ac-
tivity reporting, and the relationship between participants' behaviors and engagement.
After first asking participants' thoughts about reviewing their previous video reports,
interviewers will in-depth explore the benefits and limitations of video activity report-
ing. Next, interviewers will share the selected video reports with participants through
the screen share function in Zoom, and review them again with participants together.
Combined with the reporting content, interviewers will dig out the reason for partici-
pants' behaviors and the connection with their engagement.
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4.3  Findings

Afterward, all video-recorded interviews were transcribed. Based on the overall inter-
views, we elaborated on six frequently appeared themes: benefits and limitations in
video activity reporting evaluation, as well as four kinds of characteristic behaviors,
including missing recordings, engagement fluctuations, filled pauses and silent paus-
es, and unusual actions. Then we categorized participants' feedback to themes manual-
ly, and presented the summarized findings in this section.

Benefits of Video Activity Reporting. All six participants mentioned record such
video activity reporting was helpful to them. Their commonly thought was video ac-
tivity reporting provided them an opportunity to record daily progress and review pre-
vious progress. P1 stated, "I think recording such video report is good for me, which
can let me record my daily progress. Especially when I was busy, it was hard for me
to remember what I did last month. But the video report can be helpful".

Furthermore, three participants suggested keeping video activity reporting im-
proved their summarization skills. They found their video reports become more con-
creted and structured in the late of the trial, which helps them better recognize their
daily progress and improve self-efficiency.

On the other hand, two participants indicated that review video activity reporting
could influence their engagement. P2 stated, "Before I start one day's recording, I al-
ways first review my yesterday's video and compare to confirm if there any progress I
have made today. If there is, it makes me feel good, and I will be more engaged with
the next work". It suggested video activity reporting helps participants recognize their
achievements, which positively affects their engagement. On the contrary, review
failures or bad progress can also bring negative effects. As P3 stated, "If things going
well, it makes me feel good and more engaged, but when sometimes not, video re-
ports let me recognize again about that, let me feel everything become worse".

Limitations of Video Activity Reporting. Students have difficulty in keeping the
motivation of recording. Overall, four participants clearly stated video activity report-
ing burdens them and lets them feel bored. Regarding the reasons, frequent daily re-
porting in the trial might cause students' motivation to decrease. P8 stated, "I think it
burdens me. Although a video report is only 30 seconds around, record every day
made me feel boring and tried". Meanwhile, two participants mentioned that lack of
feedback was another essential factor. Only reporting one side lets them feel recording
is meaningless, resulting in difficulty maintaining motivation for the long term.

The differences between students and employees can make video activity reporting
become harder for students. Compared with employees, students usually do not have
the habit of reporting progress. It caused students to feel someone was forcing them to
record and become less self-motived. P4 stated, "As I mentioned before, I think such
video report is helpful to me. I think it's good. But if someone forces me to do it, [ am
not feeling good". Besides, academic activities can be harder to report than industry
activities. As P1 stated, "It is hard for me to summarize my progress in daily reports.
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Sometimes my research work cannot easily divide into daily tasks... And when I
should record reports is another difficulty. Sometimes I work until midnight, which
caused me cannot find a stable recording time". The research process is usually more
complex than industry work, and academic work time is more unstable. These factors
can also bring difficulties to students in daily reporting.

Reporting in video format is also one of the limitations. P4 stated, "I prefer the text
report... When I write down something through text, it helps me to remember better.
But if I record a video, it becomes more complicated because I need to use my com-
puter or smartphone... Also, if I make any mistakes in the report, I must record it
again. But if it is text, I can easily revise it". In practice, text activity reporting also has
its convenience.

Missing Recordings. As shown in Table 1 above, five participants have experienced
missing recordings during the trial. Regarding the reason, besides simply forgetting,
four participants indicated they would intentionally didn't record when their progress
was not ideal. P3 stated, "I didn't record that day just because my progress is not
good". Furthermore, missing recordings can indicate one's lower engagement. P1 stat-
ed,"...that day I didn't forget it, but I just not engaged in my work, and caused I even
don't want to record such a video report".

Engagement fluctuations. Participants' engagement scores sometimes suddenly
changed, and we explored the reasons that caused such fluctuations. Five participants
thought their research progress was the main factor. When they finish some tasks or
get some achievements, their engagement usually becomes higher. P8 stated, "...I
think because I finished many tasks that day, which makes me feel more engaged in
my work". In contrast, when progress is not ideal, their engagement also significantly
decreases. P6 stated, "Actually in that week the original plan is the task should finish
in the week, so this day (Friday) I am focusing on it. But there are some problems, so
I cannot finish on time. It means I need to work on weekends also to finish it, and that
makes me feel less engaged."

In addition, three participants emphasized the role of the supervisor in their en-
gagement changes. The comment and evaluations from their supervisor also signifi-
cantly influence student's engagement. P1 stated, "When I submitted the work to my
supervisor and got praised. It makes me feel more engaged in my work." While posi-
tive feedback improves one's engagement, negative feedback also has the opposite ef-
fects. P2 stated:" my supervisor asked me to redo one task, which means I have to
work from the beginning. It makes me feel tired and causes me to give a low engage-
ment score".

Filled Pauses and Silent Pauses. Filled pauses and silent pauses are two kinds of
non-verbal cues that frequently occur in video activity reporting, and we explored the
reason behind them. Three participants said filled pauses or silent pauses indicated
they were considering. P4 stated, "Even I prepared the report content in my mind, 1
always forgot during the recording. Then I used filled pauses that trying to come up with
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the words". Also, P1 stated, "That day was hard to find what I can report during re-
cording, so I frequently keep silent and thinking".

Unusual Actions. In video activity reporting, some of the participants' actions were
observed as obviously different. These unusual actions sometimes can suggest consid-
ering and even indicate one's engagement. P8 frequently raised the head in one video
report, which is unusual. Regarding the reason, P8 stated," I think I always raising my
head is because I finished many tasks that day, and I wanted to recall them during the
recording. Regarding the relationship to engagement, I frequently raised my head to
remember because I finished many tasks that day. So finishing tasks makes me more
engaged in my work".

5 Discussion

5.1  Qualitative Analysis

The qualitative analysis based on semi-structured interviews indicated that video ac-
tivity reporting could bring benefits to students. It helps students better recognize their
achievements and allows them to review previous progress. Since record daily high-
lights can bring significant positive outcomes to inner work life and worker wellbeing
[11], we believe video activity reporting can also do that to students. Regularly record
and review can improve students' awareness of progress recording and help them
make plans, and long-term utilization additionally improves students' summarization
skills. However, since students usually do not have the habit of activity recording,
they might have difficulty adhering to long-term use. Apply systems that remind stu-
dents to record and regular review as external supports can be solutions. Furthermore,
to less experienced students, providing guidance on how to produce well-structured
activity reporting can be helpful, maximizing the benefits to them.

The most significant barrier for students to video activity reporting is motivation.
According to the interviews, the frequent daily recording makes participants feel
bored and tired, resulting in low motivation. Meanwhile, complex academic research
process increases the difficulty in daily reporting. Thus, rather than daily, less fre-
quent activity reporting (e.g., weekly) might be more suitable for students. In addition,
"reporting" usually refers to formal communication. It tends to make students feel that
they are being forced and become less self-motivated. To students, informal jour-
naling might be more acceptable than formal reporting.

Although we suggested video activity reporting to instead text one, video has its
inconvenience in practice. Video requires specific devices and recording environ-
ments, while text doesn't have such limitations. In editing, video is also more compli-
cated than text, which is hard to fix mistakes. Thus, combining video and text for ac-
tivity reporting in practice is worth expecting to reduce the utilization burdens.

Our findings also demonstrated the potential for video activity reporting to provide
engagement indicators. First, the recording itself can be an indicator of one's engage-
ment. When one's progress is unsatisfied, and engagement decreased, the intention of
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recording activity reporting also declines. Therefore, deliberately miss recording can
indicate declined engagement. Second, as most participants emphasized, their en-
gagement is significantly influenced by progress. In video activity reporting, the un-
satisfied progress can be indicated by word choice or specific cues according to indi-
vidual habits. The indicators of unsatisfied progress can also suggest one's low en-
gagement. Third, the feedback content from supervisors also has the potential to be an
indicator of engagement. Positive and negative feedback content can influences one's
engagement differently.

We also found changes in engagement can be reflected in the unusual actions in
video activity reporting. However, such unusual actions are highly related to personal
characteristics, so further analysis with more diverse data is needed to generalize the
findings.

5.2 Limitations and Future Work

The participants for the video activity reporting trail are not diverse enough. Due to
the limited participant size, how culture and gender influence the feasibility of video
activity reporting remains unexplored.

On the other hand, the proposal of video activity reporting in [13] also suggested
feedback from supervisors and managers. Many studies related to work engagement
suggested feedback from managers can significantly influence one's engagement [32,
33, 34]. The feedback of video activity reporting can bring extra benefits of promoting
remote workers' engagement. But in this study, the video activity reporting was only
from students one-way, and what effects feedback can provide is still unexamined.
Nevertheless, as participants mentioned in the interviews, without feedback signifi-
cantly reduced their motivation. Due to the essential role of feedback in video activity
reporting, we will explore its effects in our future works.

6 Conclusion

In this work, we investigated the feasibility of video activity reporting for university
students. We first conducted a video activity reporting trial with eight university stu-
dents. After four or more weeks of continuous daily recording of video reports, we
collected 232 video reports and engagement survey answers. Afterward, we conduct-
ed semi-structured interviews on the video activity reporting with six participants. Our
findings demonstrated the benefits and limitations of video activity reporting to stu-
dents, while also explored the relation between their characteristic behaviors and en-
gagement. Overall, video activity reporting can bring new opportunities for managing
and measuring individual work engagement in remote work.
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Abstract. Learning by generating questions has proven to be an effective learn-
ing strategy. However, most of the studies on this topic involved students from a
particular learning institution. In this study, we investigate how the learning ac-
tivity of question generation and improvement can be implemented using a
crowdsourcing platform. We use Amazon Mechanical Turk (Mturk) for crowd
workers to create questions based on a video lecture and then improve those ques-
tions. Our main objective of this study is to study how question generation learn-
ing activity could improve learning gain and how question improvement by
crowd workers could produce high-quality questions.

Keywords: Question Generation, Question Improvement, Video Learning Ma-
terial, Crowdsourcing.

1 Introduction

Generating questions is a well-known learning strategy that facilitates students’ cogni-
tive and affective development. One of the main benefits offered by the question gen-
eration activity is that it helps students to identify the essential aspects of learning con-
tent and focus on its essential elements [1]. While most of the previous studies in this
realm involved students from particular learning institution, in this study we want to
explore how this learning activity is performed by crowd workers, particularly in a
crowdsourcing platform. Crowdsourcing has been used in many domains, including in
the domain of education. Educators and researchers around the world have been trying
to use “the wisdom of crowd” or crowdsourcing to create educational content, practical
experience, exchanging complementary knowledge, and augmenting feedbacks [2].
Not only as a learning strategy but in terms of creating educational content, one of the
contents that can be produced with crowdsourcing is test question items. As a continu-
ation of our previous study on online question improvement with undergraduate stu-
dents [3], we will investigate how our design of question generation and improvement
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activity could improve the learning gain, and at the same time, we want to investigate
how the iterative improvement process by the crowd workers could produce high-qual-
ity questions.

2 Literature Review

2.1 Question Generation

A recent study on question generation as a learning activity revealed that generating
questions is a powerful learning strategy on par with testing on long-term retention and
better than restudying [4]. The authors also claimed that the students who generated
questions and answers performed similarly well as students who answered the authors'
generated questions. The claim may imply that a student could create questions with a
similar quality to a more experienced person such as a teacher. This also means that the
questions generation not only can become a part of a learning activity for a student but
at the same time can become a way for an educator to gather questions to be used for
testing or learning assessment purposes. One example of this is that educators can uti-
lize crowdsourcing platforms to generate question items for large-scale exams [5]. Ef-
forts to automatically generate questions (automatic question generation/AQG) to over-
come the challenge of a continuous supply of questions item have also been studied and
reviewed where it has the potential to enable educators to spend more time on other
important instructional activities [6].

In regards to the benefits of questions generation activity, it helps students to identify
important parts of learning content in various forms, such as from a textbook [1] or a
video [7]. In line with the study mentioned earlier, a study with underprepared college
student shows that students who were trained to generate questions performed better
compared to the students who wrote summarization and notetaking-reviewer in reten-
tion test of lecture content a week later [7]. Another benefit for students is that it pro-
motes a higher level of thinking as the student is forced to seek the answer to their
questions in the learning material [8]. However, it is also known that students have
difficulties creating high-quality questions [9]. Students also felt that writing complex
questions was burdensome and not trusting their peer-generated questions [10]. The
low-quality questions produced by students or non-educator are understandable be-
cause producing high-quality question items require careful thinking about course
learning outcomes and exploration of their own interpretations of particular concepts [11].

To improve the quality of a question, a question improvement activity is needed. An
example of a strategy to improve the question is by providing scaffolding in the form
of peer feedback[12]. Another collaborative way is by allowing another student to im-
prove or change the question and then claim ownership of the question[13]. Our previ-
ous study with students in a synchronous online classroom shows that students can col-
laboratively improve their peer questions through an iterative improvement process|3,
14]. However, our studies also revealed that there are some issues with the improve-
ment process such as students sometimes could not distinguish a low-level and a high-
level question well which in turn made them difficult to improve their peers’ questions.
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In line with the previously mentioned studies [9-12], constant monitoring, and scaf-
folding through the improvement process from a more experienced person such as a
teacher might be still needed to make sure students could pose a high-quality question.

2.2 Crowdsourcing as a Way to Generate Question

According to the Merriam-Webster dictionary, crowdsourcing is defined as the practice
of obtaining needed services, ideas, or content by soliciting contributions from a large
group of people and especially from the online community rather than from traditional
employees or suppliers [15]. The anonymous people who work in crowdsourcing is
usually called crowd worker. One of the successful examples from the Web 2.0 era of
how voluntary online communities could create massive content is Wikipedia that at
the time of this writing has 6,503,533 articles in English [16].

A common way to request a service from crowd workers is through a crowdsourcing
platform. Several crowdsourcing platforms exist, such as Microworkers, Upwork, In-
nocentive, 99Design, Cad Crowd, CrowdSpring, and the most popular one, Amazon
Mechanical Turk (Mturk). Some of these platforms are offering crowd workers for a
specific type of job, while others are for more general crowd workers to do a simple
microtask, such as filling out a survey, transcription of audio, or image classification.
For research purposes, the Mturk platform has been widely known by researchers for
data collection and study shows that workers in Mturk exhibit the classic heuristics and
biases and pay attention to directions at least as much as subjects from traditional
sources[17]. In the Mturk term, a task that needs to be done by a worker is called Human
Intelligence Task (HIT).

A traditional way in the education field is that questions for student assessment are
only generated by more experienced educators such as a teacher or faculty members.
The Internet and Web have made online crowdsourcing a new way of obtaining services
to create or generate ideas including educational content from many anonymous people
on the Internet. A recent review of papers related to crowdsourcing in education re-
vealed that the crowdsourcing method has been utilized in various types of learning
activities such as personalized learning, homework, exam assessment, and learning ma-
terial generation [18].

One of the early studies in an online crowdsourced question generation is PeerWise
[19]. PeerWise is an online crowdsourcing tool that involves students in the process of
creating, sharing, answering, and discussing multiple-choice questions (MCQ). It has
been used by several studies in various fields of education such as computer program-
ming [20], physics [21], medical [10, 22], and biology [23]. Evaluation of students’
generated question quality in PeerWise shows that the students are capable of writing
questions that faculty judge to be of high quality [20]. Crowdsourcing has also been
used to create distractors for MCQ assessments and the result suggests that it was faster,
easier, and cheaper than the traditional method [24].
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3 Method

In this study, we use the Mturk platform to generate and improve questions according
to the video lecture as learning material. The reason we used Mturk for this study is that
it offers several features that are suitable for our studies such as accepting or rejecting
task results from workers if it is not conformed with our instruction and the qualification
feature that could be used to prescreen workers. As illustrated in Fig. 1, our
crowdsourced activity comprises two phases, the first phase is question generation
where we ask crowd workers to generate questions. The second phase is question im-
provement where we ask a series of tasks for different crowd workers to improve ques-
tions generated from the first phase.

3.1  Study Design

1st 2nd 3rd Ath n-th
oo-@@j"..._ \ :.o.\oo
=0 ) =0 i —© =i 0O, = @®. )
Workers create original Workers improve the Workers improve ‘Workers improve ‘Workers improve Workers improve
quastian ordginal question quasthon from the 18t question from the Znd quastion trom the 3rd question from the th
1. QUESTION 2. QUESTION IMPROVEMENT PHASE
GENERATION PHASE

Fig. 1. Crowdsourced online collaborative question generation and improvement activ-
ity design in this study.

For this study, we use a between-subject design where we will compare the questions
generated from the question generation phase and their subsequent (from the 1% until
the n™ iteration) improvements in the question improvement phase. Each iteration will
be done by a different set of workers. Each worker in each iteration will have to gener-
ate five questions that will be improved by a different worker in the next iteration.

3.2 Learning Materials

Fig. 2. The candidate videos for our study are from the MIT OpenCourseWare channel
on YouTube. The left side is a lecture video about Blockchain by Prof. Gary Gensler,
and the right side is about Biology presented by Prof. Imperiali.
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For learning materials as a source of question generation and improvement, we use
lecture videos from video sharing site YouTube. The online lecture video that we used
for this experiment is a short introductory video. The lecture video’s duration should
be around 15 minutes to allow participants to generate enough numbers of questions
related to the learning content in the video. The reason we choose 15 minutes video is
that workers will have many cognitive tasks such as answering pre-test, reading instruc-
tions, creating questions, and also re-watching the video while creating questions,
which in total the expected duration will be 1 hour. Longer duration video will make
the whole duration longer and might decrease worker motivation and time investment
to do the task [25]. Although we used videos from YouTube, we defined several criteria
for the lecture videos; we only used video lectures that have reusable licenses such as
Creative Commons, presented by an authoritative or respected instructor/professor,
and the instructor should appear in the video (example in Fig. 2) itself as it is considered
to be more engaging [26].

Based on the criteria, one of our candidate videos is titled: Introduction, Course Or-
ganization of MIT 7.016 Introductory Biology, Fall 2018 presented by Professors Im-
periali of MIT (https://www.youtube.com/watch?v=KIVHqq38KJU). The video is
taken from the MIT Open Courseware channel and published under the Creative Com-
mons BY-NC-SA license. The original video duration is 38:45 minutes, and for this
experiment, we take the 15 minutes general introduction content part of the video from
the minutes 10:00 to the minutes 25:05 (the first 10 minutes of the original video only
contains a class introduction to the professors and the general overview of the course
itself). Other video candidates which have the same presentation style from MIT Open
Courseware for this experiment are:

1. Introduction for Blockchain and Money (Introduction for 15.512 Blockchain
and Money, Fall 2018). Source:
https://www.youtube.com/watch?v=EH6vE97qIP4

2. Cryptocurrency Engineering and Design: Signatures, Hashing, Hash Chains, e-
cash, and Motivation (MIT MAS.S62 Cryptocurrency Engineering and De-
sign, Spring 2018). Source: https://www.youtube.com/watch?v=1JquEYhiq U

33 Pre-Test and Post-Test

To measure the learning gain of workers from question generation and improvement
activity we have a pre-test and post-test section that participants need to answer. The
questions for both tests will be the same and are based on the content of the video. The
type of question that will be used for this experiment is a free recall question.

3.4  Worker Qualification

For this study, we target college/university student workers from 18 years old. Workers
should also possess different educational backgrounds from the video content. We will
recruit 10 workers for the question generation task and another 50 workers will be di-
vided into five groups (10 workers/group) where each group will be assigned to each
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iteration in the question improvement phase. To make sure different unique workers
participated in each iteration, we block the workers from the previous iteration(s) based
on their Worker IDs. In this study, we only use the Worker IDs to block workers and
not to identify them.

In our effort to make sure that only the workers who fall under our qualification can
do the task, we created a custom qualification page that the worker needs to complete
before they can work on our task. We also use the qualification page to inform consent
about the experiment. We used the Baseline Rewards strategy for worker compensation
[27]. Since our task requires a worker to do several sub-tasks in 60 minutes, the worker
will be compensated $5.99, as the average hourly compensation for a task with certain
qualifications is between $4.89 and $7.80 [28]. The worker will be paid if only they
finish all the tasks and create the questions according to the instruction on the task page.

3.5 Task Design

Mturk provides two ways to build a HIT/task page, the first is using the Requester HIT
editor and the second is programmatically using their SDK provided in several popular
programming languages. For this study, we are using the Requester HIT editor to create
our task page and then combined programmatically to create workers’ qualifications
using Python. By using only using the Requester HIT editor to build our task page, we
simplify the data collection from workers as we do not need to build a separate external
page. From the worker's side, they do not have to open an external site to complete the
task.

Our task contains several sub-tasks where it is translated into several sections on the
task page. Some of the sections will not open until workers submit or confirm that they
have finished with that section. As pictured in Fig. 3, the pre-test section is visible the
first time the worker enters our task page, but then it will be closed when they have
submitted their pre-test answer. The pre-test submission will also trigger the page to
open the “Watch a video lecture” section to allow the worker to watch the video. Our
reason for the task page design is that we want the workers to focus on their sub-task
before continuing to work on another sub-task.

For the improvement phase, the task design is similar but with a couple of notable
differences as can be seen in Fig. 4, that it contains a new section called “Guidance to
improve a question” which contains the information about the different levels of ques-
tion and examples to improve the question. The level of questions is adapted from Guth-
rie’s questioning rubric [29]. Another difference is that the question improvement task’s
page will contain other workers’ questions from the previous iteration.
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1.Pre-test

2.Watch avideo lecture

Watch the video lecture below from the beginning to the end.

@ | watched the video from the beginning until the end

3.Create five questions

1. Create five questions based on the video lecture you watched.

2. Imagine as if you are a teacher making questions for a test/quiz to your student based on the video lecture.

3. The answer to the questions shouid be available in the video lecture. The question without appropri-
ate answer in the video will be regarded asinvalid. Soplease be careful when you write the questions.

4. Questions should be clearly stated and understood.

S. Providing the answer under the question would be helpful.

6. You can always go back and rewatch the video at anytime while creating questions.

Your question 1:

Your question 2:

Your question 3:

Your question 4:

Your question 5:

Your feedback about this HIT

Fig. 3. HIT page design for the question generation phase contains a total of five sec-
tions: 1) Pre-test section, 2) Video (Watch a video lecture) section, 3) Question gener-
ation (Create five questions) section, 4) Post-test section, and 5) Feedback section. The
lecture video is embedded into the task page to make it easier for a worker in reviewing
the video while generating questions.
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3. Guidance to improve a question

Please read this guidance and use it as your reference for the question improvement task.

This guidance explains how to improve the complexity level of question based on four level of question quality.
Complex question requires complex answer. Each type of question is provided with examples inside the box.

Level 1. Factual Question
Simple question that requests a simple answer, such as a single fact that do not involve explanations. Examples are:

1. What is the name of largest lake in the world?
2. What is the name of largest computer network in the world?

Level 2. Descriptive Question
Simple question requests for general description of concepts. Examples are:

1. What is the name of largest lake in the world? (Level 1)
Can be improved to:
How does the largest lake in the world formed?

2. What is the name of largest computer network in the world? (Level 1)
Can be improved to:
What is Internet?

Level 3. Complex Explanation Question
Complex question asking about specific/detailed aspects or features from the concept. Examples are:

1. How does the largest lake in the world formed? (Level 2)
Can be improved to:
Why does The Caspian Sea considered as the only salt water lake in the world?

2. What is Internet? (Level 2)
Can be refined to:

Explain the role of Transmission Control Protocol (TCP) in the Internet

Level 4. Pattern of Relationships Question
Complex question requesting explanations that imply complex interactions among two and more specific aspects/concepts. Examples are:

1. Why does The Caspian Sea considered as the only salt water lake in the world? (Level 3)
Can be improved to:
What is the difference between The Caspian Sea and The Lake Superior in term of how they formed million years ago?

2. Explain the role of Transmission Control Protocol (TCP) in the Internet (Level 3)
Can be improved to:
How does the TCP and Internet Protocol (IP) work together for data t ission between s in the Internet?

Fig. 4. Guidance to improve a question section for the question improvement phase

3.6

Worker Task Workflow

In this section, we describe the workflow that the worker needs to do to complete our

task.
1.

After we publish a batch of task to Mturk, a worker can see our published task
page at https://worker.mturk.com/, and if they are interested in the task, they
need to take a qualification test first which also contains the consent form.
After completing the qualification and agreeing with the consent form, the
worker can then press the “Accept & Work™ button to start the task.

Upon entering the task page, the worker needs to work on a short pre-test by
answering five questions provided. The worker then needs to click on the "Save
answer and watch the video" button if they are finished with the pre-test. Once
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the worker clicks the button, the pre-test section block will be closed, and the
worker could not write the answer anymore.

4. The video section block will be opened to allow the worker to watch the video
lecture. Once they are finished with the video, they must tick on the "I watched
the video from the beginning until the end" checkbox to confirm that they have
watched the whole video.

5. After the worker finishes watching the video, they need to create questions re-

lated to the learning content in the video inside the provided input boxes in cre-

ating questions section. To make sure and remind the worker about the question
generation tasks, the worker then must tick the “I created five questions” check-
box.

Answer the post-test questions.

Writes feedback about the whole experience with the task.

8. Submits the task by pressing the Submit button at the bottom of the page.

e

4 Data Analysis

Based on the result that we will gather from the crowd workers, two main types of data
that we will use for analysis. The first is the questions data generated from workers and
the second one is the workers’ answers for pre-test and post-test. Our main analysis for
the questions data will be into the quality of questions, which we will rate based on the
levels from Guthrie’s questioning rubric [29]. We will also look into how the content
of the questions evolved through iterations of improvement. The second analysis is
from the scoring of pre-test and post-test answers to measure how much learning was
gained by the question generation and improvement activity.

5 Expected Result

From this study we expected to have high-quality questions generated and improved by
the crowd workers and that the questions will have an incremental increase in their
transformation across iterations in term of quality and content.
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Abstract. Applications such as speech recognition and machine trans-
lation use language models to select the most likely translation among
many hypotheses. For on-device applications, inference time and model
size are just as important as performance. In this work, we explored
the fastest family of language models: the N-gram models for the Ar-
menian language. In addition, we researched the impact of pruning and
quantization methods on model size reduction. Finally, we used Bye Pair
Encoding (BPE) to build a subword language model. As a result, we ob-
tained a compact (100 MB) subword language model trained on massive
Armenian corpora.

Keywords: Armenian ] anguage, Ngram Language Model, Subword
Language Model, Pruning, Quantization.

1 Introduction

Language modeling is a fundamental task of natural language processing (NLP).
Models that assign probabilities to sequences of tokens are called language mod-
els or LMs. Here, tokens can be either words, characters, or subwords. The
N-gram is the simplest model that assigns probabilities to sentences and se-
quences of tokens. Although the N-gram models are much simpler than mod-
ern neural language models based on recurrent neural network (RNN) [11,19]
and transformers [1,4, 18], they are much faster than others since they perform
constant-time lookups and scalar multiplications (instead of matrix multiplica-
tions in neural models). As always, trade-offs exist between time, space, and
accuracy [2]. Hence, much recent work has been looking at building faster and
smaller N-gram language models [5,6,17].

N-gram language models are widely utilized in spelling correction [10], speech
recognition [7] and machine translation [21] systems. In such systems, for each
utterance/sentence translation, the system generates several alternative token
sequences and scores them using N-gram LM to peek the most likely transla-
tion sequence. In addition, LM rescoring can be combined with beam search
algorithms [8].
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Armenian language has a rich morphology: one word can have several tenses
and surface forms. Moreover, in the Armenian language, one can form long words
by stringing together word pieces. The inclusion of every form in the vocabulary
will make it intractable. Subword dictionaries, in which words are divided into
frequent parts, can help reduce vocabulary size. There have been many efforts in
using word decomposition and subword LMs for dealing with out-of-vocabulary
words in inflective languages such as Arabic [15], Finnish [23], Russian [16],
and Turkish [24]. Review of literature revealed that there have been no publicly
available LM resources for the Armenian language. This work is devoted to
creating a compact and fast N-gram LM for the Armenian language.

In summary, we will give answers to the following practical questions: Q1.
What order of N-grams is enough to build a good LM for the Armenian lan-
guage? Q2. How much data is needed to build a model? Q3. How can pruning
and quantization help reduce the size of the model? Q4. Can we build more
compact models by using subwords?

In addition, we are going to release training codes and models.*

2 Background

Language Modeling (LM) is the task of predicting what token or word comes
next. You might also think of an LM as a system that assigns probability to
a piece of text. The probability of a sequence of n tokens t} = {t1,...,t,} is
denoted as P(t}). Using the chain rule of probability we can decompose this
probability:

n

P({t1,....tn}) = H (t]th 1)

Instead of computing the probability of a token given its entire history, it
is usually conditioned on a window of N previous tokens. The assumption that
the probability of a token depends only on the previous N — 1 token is called a
Markov assumption:

(tk|tlC 1) (tk|tk N+1)

We can estimate the probabilities of an N-gram model by getting counts
from a corpus, and normalizing the counts so that they lie between 0 and 1.
For example, to compute a particular N-gram probability of a token t; given
a previous tokens ;& 1, we'll compute the count of the N-gram t}_ ., and

normalize by the sum of all the N-grams that share the same prefix tﬁj\, e

Count(ty_n.,)  Count(ty_y.,)
S, Count(ti~ }V+1,t) - Count(ty~ }V-i-l)

k—
P(tk|tk 11v+1) =

where Count(x) is the number of times the token sequence x appears in the
training corpus.

* https://github.com/naymaraq/arm-n-gram
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There are two major problems with N-gram language models: storage and
sparsity. To compute N-gram probabilities we need to store counts for all N-
grams in the corpus. As N increases or the corpus size increases, the model size
increases as well. Pruning and Quantization may provide a partial solution to
reduce the model size. Any N-gram that appeared a sufficient number of times
might have a reasonable estimate for its probability. But because any corpus is
limited, some perfectly acceptable tokens may never appear in the corpus. As a
result of it, for any training corpus, there will be a substantial number of cases
of putative “zero probability N-grams”. To keep an LM from assigning zero
probability to these unseen events, we’ll have to shave off a bit of probability
mass from some more frequent events and give it to the events we’ve never seen.
This is called smoothing. There are many ways to do smoothing: add-one(add-k)
smoothing, backoff, and Kneser-Ney smoothing [12].

3 Experiments

3.1 Setup

We estimate N-gram probabilities on Armenian Wikipedia corpus® and CC-100
Web Crawl DataS [3]. To test the language models, we compute perplexity on
two test datasets: Armenian Paraphrase Detection Corpus’ (ARPA [14]) and
Universal Dependencies treebank® (UD). The perplexity of a language model
can be understood as a measure of uncertainty when predicting the next token.

All datasets are normalized by removing punctuation marks and non-Armenian
symbols. Table 1 provides some statistics of the data after all normalization steps
have been performed. Table 2 shows unique IN-gram counts presented in training
corpus.

We are going to measure perplexity of the corpus C' that contains m sentences
and N tokens. Let’s the sentences (s1, $2, ..., $m) be part of C. Under assumption
that those sentences are independent, the perplexity of the corpus is given by:

Perp(C) = \/p(51’327...,sm) - \/H;”_lp(sk)

We use KenLM [9] to train language models. KenLM implements two data
structures: Probing and Trie, for efficient language model queries, reducing both
time and memory costs. KenLM estimates language model parameters from text
using modified Kneser-Ney smoothing.

® https://github.com/YerevaNN /word2vec-armenian-wiki

5 https://data.statmt.org/cc-100/

" https://github.com /ivannikov-lab/arpa-paraphrase-corpus

8 https://github.com/UniversalDependencies/UD_Armenian-ArmTDP
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Table 1. Datasets statistics. Table 2. N-gram counts.
Dataset| Tokens (M)| Bytes |Split Order (N)|Count of unique N-grams
CC-100 409 5.4Gb |train 1 3648574
Wiki 18.6 249Mb|train 2 60190581
ARPA 0.133 1.8Mb | test 3 160796455
UD 0.034 425KDb | test 4 217396323
5 233510708

3.2 Q1. Order of Grams vs Perplexity

To determine what order of N-grams is sufficient to build a good LM for Ar-
menian, we trained several LMs with different orders and calculated perplexity
on the test datasets. Figure 1 shows the trend between perplexity and order of
N-gram. It also shows how the size of the model changes as IV increases.

From Figure 1 we can deduce that the effective orders are 5 and 6 grams.
Although their sizes are quite large: 3.9GB and 5.5GB.

0.4GB
6000 e D
—#— ARPA
5000
GB
4000
g 2.4GB
* A6
g 3.9GB 5.5GB 7.2GB 8.9GB 10.6GB 12.4GH
£ 3000 1
0.4GB
2000 1
1000 2.4GB 39GB 55GB 7.2GB 8.9GB 10.6GB 12.4GE|
2 3 4 5 (5] 7 8 9 10
N-gram

Fig. 1. N-gram order vs perplexity.

3.3 Q2. Training Corpus Size vs Perplexity

The next question we would like to ask is about corpus size. If the training
corpus is small, we will end up with a very sparse model, and all perfectly
acceptable Armenian tokens will be considered unknown. To find out how much
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Fig. 2. Number of tokens in training corpus vs perplexity.

data is required, we shuffled and divided the entire training corpus into parts and
trained a 5-gram LM for each part. Figure 2 shows the trend between perplexity
and corpus size.

It can be seen that perplexity reaches saturation when the number of tokens
exceeds 380M. Of course, there is always a trade-off between corpus size, per-
plexity and the model size: the larger the corpus size, the less perplexity and the
larger the model.

3.4 Q3. Quantization and Pruning

On-device applications should be as compact as possible. So, the next question
we would like to raise concerns the size of the model. Can we build a smaller
LM without sacrificing performance?

To reduce the size of the model, we prune all n-grams that appear in the
training corpus less than or equal to a given threshold. In addition, we use
quantized probabilities by setting fewer bits. For this experiment, we trained a
5-gram LM.

The effect of pruning and quantization is provided in Table 3. Quantization
can help reduce the size of a model by a couple of megabytes without perplexity
degradation. In contrast, pruning drastically reduces the size of the model at
the cost of worsening perplexity. For example, removing all n-grams less than
or equal to 4 can reduce the size of the model by more than 12 times with a
relative perplexity degradation of 36% for the UD dataset and 100% for the
ARPA dataset.
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Table 3. The effect of pruning and quantization on
the trade-off between size and perplexity.

Pruning threshold |N-bits|  Size UD | ARPA

3.44Gb |3043.47| 631.58
3.59Gb |3068.62| 638.84
3.74Gb |3075.99| 641.57

3.9Gb [3089.41| 642.93
481.28Mb|3781.29(1131.82
501.76Mb|3768.36/1128.14
512.0Mb |3767.81|1125.54
532.48Mb|3764.69| 1125.0
296.96Mb|4252.71|1344.56
307.2Mb [4219.03|1335.89
317.44Mb|4218.13|1332.73
317.44Mb|4217.73|1332.84
245.76Mb|4473.19|1486.95
245.76Mb|4432.03|1474.89
256.0Mb |4435.29(1471.75
256.0Mb |4431.23|1471.89
215.04Mb|4694.73|1588.09
225.28Mb|4655.29|1576.21
225.28Mb|4652.95|1571.46
225.28Mb|4652.89(1571.94

Q0 00 00 00| O O D RN NN NDO O OO
0 O Ooo 1 O U100 1 O U100 = O U0 1 & Ot

3.5 Q4. Subword Language Modeling

So far, we have considered text as a sequence of words separated by a space. Space
tokenization is an example of word tokenization, which is defined as breaking
sentences into words. Word tokenization method can lead to problems for mas-
sive text corpora and usually generates a very big vocabulary (e.g. our training
corpus contains 3,648,574 unique tokens, see Table 1). Instead of using word
tokenization, we will use subword tokenization, which is based on the princi-
ple that frequently used words should not be split into smaller subwords, but
rare words should be decomposed into meaningful subwords. There are several
subword tokenization algorithms: Byte-Pair Encoding [22] , WordPiece [20], and
SentencePiece [13]. Subword tokenization allows the model to have a reasonable
vocabulary size. In addition, subword tokenization enables the model to process
words it has never seen before, by decomposing them into known subwords. This
is especially useful in agglutinative languages such as Armenian, where you can
form long words by stringing together subwords.

We trained a BPE tokenizer with a vocabulary size of 128 using the Senten-
cePiece package®. Next, we build several N-gram models on a tokenized corpus.
Figure 3 shows the trend between perplexity and order of N-gram for subword
model. It also shows how the size of the model changes as IV increases.

9 https://github.com/google/sentencepiece
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Fig. 3. N-gram order vs perplexity (subword).

Table 4. Pruning effect for the subword model with 10-gram.
Pruning| Size UD |ARPA

36.66Gb [6.055| 3.941
1.11Gb [6.199| 4.19
634.88Mb|6.323| 4.306
440.32Mb|6.373| 4.381
8 348.16Mb|6.435| 4.44
10 |286.72Mb| 6.53 | 4.491
16 |184.32Mb|6.781| 4.619
20 153.6Mb |6.892| 4.69
24 |122.88Mb| 7.02 | 4.751
30 102.4Mb |7.146| 4.837

NN O

First, in the Figure 3 the perplexity (0-10) is significantly lower than per-
plexity of the word-based tokenized model (0-7000, see Fig. 1). This is because
we no longer have unknown tokens. In contrast to word-based models, subword
models are much larger (e.g. 10-gram subword model is 3 times bigger).

Since the sequences no longer contain words, but contain subwords, in order
to capture sufficient context, we need to consider higher order grams. From the
figure 3 it can be seen that the higher the order, the larger the model (for
example, a subword model with 10-gram has a size of 36.7 GB). To reduce the
size of the model, we use pruning again. Table 4 provides information about
the pruning effect for the subword model with 10-gram. It can be seen that we
can reduce the model size by a factor of 368 from 36.7 GB to 102 MB with
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a relative perplexity degradation of 18% for the UD dataset and 23% for the
ARPA dataset.

4 Conclusions

In this article, we have explored N-gram language models for the Armenian
language. Our experiments have shown that for word-based language models,
the effective orders are 5 and 6. In contrast, the effective order for subword
language models can be higher than 10.

Also, we have explored the impact of pruning and quantization on the trade-
off between model size and perplexity. Quantization can help reduce the size
of the model without significantly degrading perplexity. Pruning, on the other
hand, drastically reduces the size of the model at the expense of aggravating
perplexity. For the subword language model, the perplexity degradation is much
lower than for the word-based language model.

We have released compact N-gram language models built on very large cor-
pora.
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Abstract. In this paper, the technology for generating a set of effective features
based on the analysis of the textural properties of given image classes using dis-
criminant analysis is used to analyze the properties of hyperspectral images. A
set of hyperspectral images of plant leaves is used, with a resolution of 64x64
pixels and the number of spectral channels equal to 237 (wavelengths from 436
nm to 965 nm). It was shown that the definition of not just features, but their
properties and the application of knowledge about the interconnetedness of dif-
ferent types of features and hyperspectral data of different wavelengths can be
used to pre-process hyperspectral images in order to reduce the computational
complexity of algorithms for hyperspectral images analysis. In result were esti-
mated that textural features mostly useful for analysis task that used wavelength
before 450 nm, run-length features useful for more than 900 nm.

Keywords: Hyperspectral Images, Classification, Feature Selection, Textural
Features, Feature Aggregation.

1 Introduction

Hyperspectral images are three-dimensional data arrays that include spatial infor-
mation about an object, supplemented with spectral information for each spatial coor-
dinate [1]. Currently, processing and analysis of hyperspectral images are popular
research topics in the field of image processing and computer vision. Within the
framework of this article, the technology of constructing and applying informative
features of a hyperspectral image for the problem of image classification is consid-
ered.
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2 Technology for the Research of the Informative Features
for the Analysis of Hyperspectral Images

In the course of this work, there was used the technology for the formation of a set of
effective features based on the analysis of the textural properties of these classes of
images using discriminant analysis proposed by the author in [9].

For the study and processing of image layers, it was decided to use the well-proven
MaZda software [4], which makes it possible to calculate various texture groups of
features. As a result of the work of this software product, we obtain a set of features
and their values, which will be used in the future.

The next step is the aggregation of the obtained features and values for each of the
layers. This procedure allows to consider the distribution of the values of each of the
features in images of different classes.

Next, features are selected for each layer by one of three methods: pairwise, gen-
eral, one from the rest.

After analysis of the frequency of occurrence of features on different layers, the
threshold filtering was used, which filters out features that are less common than the
threshold value.

Combining features by type, as, for example, in [8], we can conclude which fea-
tures are significant for distinguishing given classes of images and how the selected
features depend on the wavelength of the studied hyperspectral images.

3 Practical Research and Implementation

In accordance with the presented technology, at the first stage of selecting the initial
data, sets of hyperspectral images 64 x 64 pixels in size, with the number of spectral
channels equal to 237, wavelengths from 436 nm to 965 nm, were considered. These
images were pictures of the leaves of various plants, such as: tomato, pepper, cab-
bage, carrot and others.

The next step is to research the previously obtained images and extract the features
characterizing them using the MaZda software. An array of images-layers is used as
input data, and as a result of processing the input data, the software presents a report
containing various characteristics and features [8]. Combining all the report data, we
get a list of features that characterize images of one or another class.

Next comes the stage of selecting informative features for each of the layers. In
this work, the general, pairwise and “one from the rest” methods were used for select-
ing informative features. With the general method of feature selection, the feature
space is composed of the best features according to the value of the discriminant
analysis separability criterion calculated for all classes of objects under study. With
the pairwise feature selection method, the essence is to select the features that have
the highest value of the separability criterion when distinguishing each pair of classes
and further combining them into a single set. All the features selected for different
layers were counted and ranked based on the frequency of occurrence in the number
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of informative ones for distinguishing the given classes on different layers of hyper-
spectral data.
Next, we analyze the frequency of occurrence of features on different layers. The

results are presented in table 1.

Table 1. Selected features and number of references to them.

General selection

Pairwise selection

One from the rest

Number of
references

237
237
237
233
206
199
167
162
157
149
135
133
129
129
102
102
100
99
97
95
89
87

Feature
name

Perc.01%
Perc.10%
Perc.50%
Teta3
Perc.90%
Tetal
Skewness
Vertl ShrtREmp
Perc.99%
Teta2
Horzl Fraction
S(2,0)Correlat
S(3,0)Correlat
Vertl Fraction
135dr_Fraction
GrKurtosis
S(4,0)Correlat
WavEnHH s-1
S(0,1)DifEntrp
45dgr Fraction
S(1,0)DifEntrp
S(0,2)DifEntrp

Number of
references

237
232
231
222
218
216
215
213
202
189
177
159
139
136
131
121
120
116
114
111
103
101

Feature
Name

Perc.01%
Perc.10%
Perc.90%
Perc.50%
S(4,0)Correlat
S(5,0)Correlat
Teta3
S(3,0)Correlat
Perc.99%
Tetal
S(2,0)Correlat
Vertl ShrtREmp
S(0,1)DifEntrp

S(0,5)InvDfMom

Vertl Fraction

S(0,4)InvDfMom

S(3,3)Correlat
S(0,2)DifEntrp
S(0,3)DifEntrp
S(2,2)Correlat
S(4,4)Correlat
S(1,0)DifEntrp

Number of
references

236
236
229
188
150
146
145
131
128
112
96
77
67
65
62
60
56
54
51
48
46
40

Feature
name
Perc.01%
Perc.10%
Perc.50%
Teta3
S(4,0)Correlat
Vertl ShrtREmp
S(5,0)Correlat
S(3,0)Correlat
Vertl Fraction
Tetal
Horzl Fraction
135dr_Fraction
45dgr_Fraction
Teta2
WavEnHH s-1
S(2,0)Correlat
S(5,0)InvDfMom
S(4,0)InvDfMom
GrKurtosis
S(0,2)DifEntrp
S(0,1)DifEntrp
S(0,5)InvDfMom

For further work, features that occur more often than on 42% of the layers (100 piec-
es) of the research images were selected. Since different types of features reveal dif-
ferent properties of images, the informative features selected in the previous stage
were combined into sets, depending on the type: histogram, texture, path lengths,
autoregressive, gradient. Thus, an analysis of the properties revealed by one or anoth-
er set of features, depending on the layer of hyperspectral data used was made. The
results are presented in figures 1-3.
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Fig. 1. Plots of maximum, total and average for general selection.
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Fig. 2. Plots of maximum, total and average for pairwise selection.
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Fig. 3. Plots of maximum, sum and average for the selection method “one from the rest”.

When considering the graphs, it was noticed that the method of pairwise feature selec-
tion selects predominantly textural features.

As can be seen from the data above, textural features perform better at wavelengths
corresponding to the blue range of visible light and near infrared radiation. This situa-
tion may indicate that, due to the fact that the initial data in this work are a photo of a
plants, the differences between the classes in the red and green light ranges may not
be clearly defined. The blue range, on the other hand, allows to observe differences in
texture, and therefore textural features in the blue range are applicable better than
others. When considering the infrared range, it can be concluded that due to the dis-
appearance of textural features when considering certain wavelengths, as the wave-
length increases, noise components appear that contribute to the disappearance of
textural features, i.e. the texture becomes indistinguishable viewed.
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4 Conclusion

The results obtained in this work can be used to develop tools for the intellectual
analysis of hyperspectral images of various areas of human life and activity. For ex-
ample, in agriculture, examining images taken from fields occupied by certain crops,
one can find those that are weedy or that are different from those growing originally.
Also, when compiling forest maps, it is possible to determine the composition of for-
ests by hyperspectral images of their surface. Determination of not just features, but
their properties and application of knowledge about the interconnectedness of differ-
ent types of features and hyperspectral data of different wavelengths can be used to
pre-process hyperspectral images in order to reduce the computational complexity of
the developed algorithms. According to obtained results textural features are mostly
useful for wavelength before 450 nm, run-length features useful for more than 900 nm
and useless for 700-770 nm.

Further development of this work is aimed at researching and creating a complex
technology that allows clustering and classifying hyperspectral image objects and
significantly reducing time and computational resources. Experimental results can be
used to develop algorithms to create high-precision analysis tools using portable
wearable devices.
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Abstract. The present report contains a review of the main results of
Yerevan research group in tomography of bounded convex bodies. Let R™
(n > 2) be the n-dimensional Euclidean space, D C R" be a bounded
convex body. Random k-flats in R", 1 < k < n — 1 generate cross sec-
tions of random size in convex body D. As D is a convex body, then
obviously intersections of k-flats with D are always connected subsets of
R" for every k € {1,...,n — 1}. The determination of the distribution
of size of cross sections has a long tradition of application to collections
of bounded convex bodies forming structures in metal and crystallogra-
phy. However, calculations of geometrical characteristics of random cross
sections is often a difficult task. In a special case k = 1 we call the corre-
sponding distribution function as the chord length distribution function.
For n = 2 the list of known results was expanded after 2005 when N. G.
Aharonyan and V. K. Ohanyan obtained the explicit formula of the chord
length distribution function for a regular polygon. A computer program
is created which gives values of a chord length distribution function in
the case of a regular n-gon for every natural n > 3. These all problems
have applications in Medicine Tomography.

Keywords: Stochastic geometry - Covariogram - Chord length distri-
bution - Tomography.

1 The Main Results

Complicated geometrical patterns occur in many areas of science. Their analysis
requires creation of mathematical models and development of special mathemat-
ical tools. The corresponding area of mathematical research is called Stochastic
Geometry (see [7]). Among more popular applications are Stereology and To-
mography (see [8], [7] and [2]).

Reconstruction of the body over its cross section is one of the main tasks of
geometric tomography, a term introduced by R. Gardner in [7]. If D C R™ (R"
is n-dimensional Euclidean space) is a compact convex body, it is possible to
intersect it by a random k-flats (1 < k < n — 1). If the body D is intersected

* The investigation is done with partial support by the Mathematical Studies Center
at Yerevan State University.
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by k-flats, then a k-dimensional section contains some information on D. The
natural question arises whether it is possible to reconstruct D, if we have a
subclass of k-dimensional cross-sections. Reconstruction of convex bodies using
random sections makes it possible to simplify the calculation, since the estimates
of probability characteristics can be obtained using the methods of mathematical
statistics. Quantities characterizing random sections of the body D (such as the
random chord length, the chord length in the random direction, the surface area
of a random section of the body formed by the intersection of a random k-plane,
and others) carry some information on D and if there is a connection between
the geometrical characteristics of D and probabilistic characteristics of random
cross-sections, then by a sample of results of experiments we can estimate the
geometric characteristics of the body D. The question of the existence of a
bijection between bounded convex bodies D and distribution functions of the
chord length Fp(x) was made by the famous German mathematician Wilhelm
Blaschke. Further mathematics considered subclasses of bounded convex bodies
for which the chord length distribution function reconstructed non-congruent
elements of a subclass. Although the chord length distribution function Fp(x)
does not reconstruct the compact convex body, yet it contains information about
the volume, surface area and other characteristics of the body.

Denote by S"~! the (n — 1)-dimensional sphere of radius 1 centered at the
origin. Let ITr,. D the orthogonal projection of D on the hyperplane u(ut is
the hyperplane with normal u and passing through the origin).

Definition 1 The covariogram of a convex body D is defined by
Cp(x) =V, (DN{D+=x}), zeR", (1)
where D+x = {P+x : P € D} and V,,(+) is the n-dimensional Lebesgue measure.

Cp(x) is invariant with respect to translations and reflections. The same problem
was posed independently in the context of probability theory.

Whether the distribution of the difference 77 — 12 of two independent random
variables 77 and 72 that are uniformly distributed over D determines D up to
translation and reflection?

It follows from the following formulae:

Cow) = [ o) Iosaw)dy = [ In(w) Inly ~ ) dy.

where Ip(-) — the indicator of the set D, while

@) = pacps [ 1) Ioty 0 dy = L2 @)

where f,,, _p, (z)- the density function of the distribution of the difference 7, —ns.
Note, that the density function f(z) of each random variable n;, i = 1,2
equals:

fz) = : (3)
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The problem also arises in the Fourier analysis:

Determining a function -, with compact support in R™ from the modulus of
its Fourier transform (characteristic function, if v is a density function of some
random variable)? Tt follows from a remark, that the characteristic function of
a difference of two independent and identically distributed random variables 7,
and 79 has the following form:

|o(8)?

where () is the characteristic function of the random variable 7;, i = 1,2, and
as the function v we have to take normalized indicator function of form (3) (see
[17]).

Therefore, the last problem reduces to the covariogram problem, because
taking the characteristic function of the right- and left-hand side of formula (2)
we obtain:

pop @) (t) = lpt)]?

where ¢, (2)(t) is the characteristic function for Cff(gg, while ¢(¢) is the char-
acteristic function of the random variable (3).
G. Matheron proved, that for any ¢t > 0 and ¢ € S7~1
ICp(ty)

— = —Vao1t{y €t Li(DN(l, +y)) > t}), (4)

where [, + y is the line, parallel to the direction ¢ through the point y, while
@+ denotes the orthogonal complement of ¢, that is, the hyperplane in R" with
normal direction ¢ € ™71,

Let G be the space of all lines in the Euclidean plane R?, g € G, and (p, ¢)
are the polar coordinates of the foot of the perpendicular to g from the origin;
p >0, ¢ € S*. For a closed bounded convex domain D C R? we denote by
Sp(p) the support function in direction ¢ € S* defined by

Sp(p) =max{p € R : g(p, )N D # 0},

where RT is the set of nonnegative real numbers.

For a bounded convex domain D C R? we denote by bp(p) the breadth
function in direction ¢ € S*, that is, the distance between two support lines to
the boundary of D that are perpendicular to ¢. We have

bp(p) == Sp(p) + Sp(p + 7).

Note that bp(p) is a periodic function with period 7.

A random line which is parallel to u and intersects D has an intersection
point (denote by x) with IIr,.D. Assuming that the intersection point z is
uniformly distributed over the convex body IIr,. D we can define the following
distribution function:

Definition 2 The function

Vi—1{x € Iry,. D : Vi(g(u,z) N D) < t)}

FD(u,t) = bD(u)




87

s called orientation-dependent chord length distribution function of D in di-
rection u at point t € R, where g(u,x) is the line which is parallel to u and
intersects ITr,. D at point x and bp(u) = V1 (ITr,. D).

Matheron formulated a hypothesis that there exists a one-to-one correspondence
between Fp(u,t) and bounded convex bodies. Matheron’s hypothesis received a
positive solution for any D in the planar case. In the case of finite-dimensional
spaces with n > 3 Matheron’s hypothesis has received a negative answer. Very
little is known regarding the covariogram problem when the space dimension is
greater than 2. In the case of 3-dimensional space the problem is open. Nev-
ertheless, for the case of bounded convex polyhedron for n = 3 Matheron’s
hypothesis received a positive answer (see [5]). It is known that centrally sym-
metric convex bodies in any dimension, are determined by their covariogram up
to translations. We note that in the case where there is Matheron’s hypothe-
sis, the authors prove the existence and uniqueness of D, but do not construct
the corresponding unique D. Hence it is important the works of Yerevan group
of mathematicians which gives explicit expressions both the covariogram and
the distribution functions Fp(u,t) and Fp(t) for a broad class of convex bodies
as in the plane as in the 3-dimensional space (see [12] and [13]). A practical
application these results in crystallography can be found in [4] and [12].

The natural question arises whether it is possible to reconstruct the body
having values of Fp(u,z) only for a finite set of directions. This question re-
ceived negative answer, because it is possible to construct two non-congruent
triangles that have the same chord length distribution function for a fixed set of
m directions, where m is a natural (see [15]). The question arises whether it is
possible to find a subclass of convex bodies, where it is possible to reconstruct
a body from the values of Fp(u,x) for a finite set of directions.

Till recently explicit expressions for the chord length distribution functions
have been known in the case when D is a disc, a regular triangle and a rectangle
(see [7] and [1]). These results have been obtained using the definition of chord
length distribution function for a domain .

In the recent years our group has obtained important results in this direction.
We have obtained explicit expression of the chord length distribution function
for any regular polygon (see [8]). In the particular cases of a regular triangle,
a square, a regular pentagon and a regular hexagon our formula for the chord
length distribution function coincides with formulas available in the literature
(see [1] — [3], [10], [16] and [6]) for n = 3, 4, 5 and 6 correspondingly.

In the last years the notion of orientation-dependent chord length distribu-
tion function have been introduced. In the paper [14] an explicit formula for
orientation-dependent chord length distribution function for any bounded con-
vex domains D have been obtained. These questions are connected with Co-
variogram Problem: Does the covariogram determine a convex body, among all
convex bodies, up to translations and reflections? G. Matheron conjectured a
positive answer for this problem, [1] and [9]. In fact, the covariogram problem is
equivalent to the problem of determining a convex body from all its orientation-
dependent chord length distributions (see [5] and [11]). All these problems are
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the problems of geometric tomography ([7]), since orientation-dependent chord
length distribution function is the probability that parallel X-ray in direction ¢
less than or equal to y.
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Abstract. Quality criteria and metrics are part of a coherent framework for
validating results in medical studies and for comparing mathematical and
statistical risk models for the occurrence of certain diseases in a cohort under
consideration. Metrics, such as the Dempster-Shafer basic probability assign-
ment or bar charts, for the occurrence of hereditary pathogenic variants in
BRCA genes at age intervals for the first diagnosis of breast or ovarian cancer
in an individual or their relatives are developed using patient data from clinical
studies and can be used to validate mathematical and statistical models for the
occurrence and impact of hereditary pathogenic variants in a cohort and its
subgroups. In turn, model-based metrics can be used to validate consistent
assignment of the cohort or its constituent parts from a study of subjects at risk
of hereditary breast and ovarian cancer syndromes to one of several mutation
risk classes. Using the two general metrics introduced, we reproduced mean
values for the occurrence of deleterious BRCAx gene variants for sporadic,
mixed and high-risk breast cancer cohorts of varying ethnicities and their
subgroups with specific disease patterns from five large international studies.

Keywords: Pathogenic BRCA Variants, Family Cancer History, Quality
Metrics Assessment, Genetic Testing.

1 Introduction

Cancer occurs from pathogenic genetic variants (also referred to as mutations) that
involve changes in the order of the base pairs. Women with a BRCAx gene mutation
have a six times higher lifetime risk (70%) of developing breast cancer (BC) than
noncarriers. For women in the general population, ovarian cancer (OC) is roughly six
times less common in women than BC, while the cumulative risk to age 80 is 44% for
BRCAL carriers and 17% for BRCA2 carriers [26]. Somatic variants are the most
common cause of cancer, occurring from damage to genes in an individual cell during
a person’s life and are responsible for BC of various subtypes, such as luminal (estro-
gen receptor, HER2 and basal-like cancer, and triple negative TNBC), at any age. We
differentiate between postmenopausal BC (BCs;+) at age 51 or older and premenopau-
sal (BCs.) with first age of onset (fao) of 50 years or younger as well as between rare
ovarian cancers OC and OCs. diagnosed at earlier ages with somatic TP53 mutations
and germline BRCA1/2 variants [21, 35].

Germline variants accounting for only about 5%—10% of all cancers occur in re-
productive cells and are passed directly from a parent to a child. Family histories (FH)
and individuals suggestive of germline pathogenic variants include earlier onset can-
cers of various types, subtypes and disease patterns (TNBC, forms of bilateral/ multi-
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focal BBC, male breast cancer MBC, breast and ovarian cancer BCOC, BC and OC in
one person (OBC), colon, pancreatic or prostate cancer etc.). These diseases are the
result of autosomal-dominant inheritance from the paternal or maternal line to both
sexes over several generations resulting in increased risk of disease at an earlier age,
e.g., BCs., which further increases in ethnic groups with founder effects, such as
Ashkenazi Jews (AJ). The individual risk for the occurrence of a pathogenic gene
variant (PV) depends, among other things, on the number of cancers in the FH, the
age of their first occurrence, and degree of kinship with the index patient (IP) with the
earliest age of BC diagnosis. In the case of germline mutations, the risk to a (healthy)
family member in the respective adjacent generation is halved.!

Jervis et al. [23] state that cancer occurrence in FH is one of the most important
risk factors for developing epithelial ovarian cancer (EOC). Average values of OC
familial relative risks (FRRs) depend highly on the probe’s BRCA1 and BRCA2
mutation status: BRCA- 2.24%, BRCA1+ 20.97%, and BRCA2+ 9.57%.

Peshkin and Buys [9, 34] give an up-to-date overview on BRCAx and multigene
panel testing and management of individuals at risk of hereditary breast and ovarian
cancer syndromes (abbreviated HBOC), including risk-reducing prevention strategies.
They advocate intensified screening to increase the number of individuals identified
as carrying a pathogenic variant in the cohort with a special focus the ethnic composi-
tion, first age of diagnosis and TNBC status. The frequency of pathogenic variants is
visualized with meaningful bar charts by age in five-year increments between 20 and
90 years in all individuals with breast cancer.

Modern genetic tests reliably identify BRCA1/2 mutations, but are not necessarily
helpful for everyone. Due to the relative rarity of hereditary mutations and the conse-
quences of a positive test result for the affected person and his/her family members,
various offers of counseling by specialists and relevant institutions should be made in
advance. In evidence reviews by Nelson, Owens et al. [28, 30], it is stated that in
some situations individual testing can also be replaced by a strategy of population-
based screening for “founder mutations that detect more BRCA1/2 mutation carriers
than testing persons who met family history criteria.”

In medical practice, there exist fairly accurate numerical tools and publicly availa-
ble mathematical statistical models/algorithms predicting age specific BC or OC
probability (or gene mutation status) based on such factors as the patient’s FH, breast
tumor molecular marker information and frequencies of occurrence in the population
to which the cohort is to be assigned. BRCAPRO? BOADICEA, now CANRISK?,
Claus [11], and PENN II* are important mathematical risk models with associated
software for computing the probability of deleterious gene mutation based on Mende-
lian genetics and the Bayes theorem [6, 11, 14]. The PENN II risk model is an internet
survey form with ten concrete questions about the FH of cancer on one side of the
family that predicts the likelihood of BRCA1/2 mutation (IBRCAm) of the pa-
tient/proband or the closest first/second-degree relative with cancer.

Widely used questionnaire-type risk assessment tools, such as the Ontario Family
History Assessment Tool (FHAT), Manchester Scoring System (MSS), or Pedigree
Assessment Tool (PAT), evaluate cancers in the proband’s FH with a point table for

! https://voice.ons.org/news-and-views/germline-and-somatic-mutations-what-is-the-difference
2 https://projects.iq.harvard.edu/bayesmendel/brcapro

3 https://www.canrisk.org/guide

4 https://pennmodel2.pmacs.upenn.edu/penn2/
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BRCA1/2 depending on degree of kinship and fao or simply by number of occurrenc-
es (Referral Screening Tool, RST). They recommend genetic testing when a certain
threshold is reached or exceeded, signifying inclusion in the class of elevated
IBRCAm [2, 24, 28, 30, 31, 32, 37].

This process is highly affected by uncertainty as information about FH and age is
often incomplete or inaccurate at first diagnosis. To include epistemic uncertainty due
to missing fao information, the extended referral screening tool (ERST) combines the
binary decision structure of an RST with the features of the FHAT, the MSS and
Frank et al. [16] in an accumulated interval risk function. The ERST also produces a
referral interval vector U for eight decision paths to help assign participants to low,
moderate and high-risk categories [3]. At the same time, the reliability and adequacy
of genetic counseling and testing is especially important since they directly influence
humans and allow the specification of the average or interval-based mutation risk of
an IP and his/her relatives or their assignment to a risk class (average/slow, moder-
ate/elevated, high) and decisions about the patient's further care and treatment [31].

Therefore, large studies on the frequency of occurrence of pathogenic variants with
a cohort of IPs selected according to standardized criteria (mostly younger patients
with one or more cancers and their families), such as those conducted by Fischer,
Frank, Kast, Hall, and Okano [7, 15, 16, 19, 25, 29], are of great importance because
they provide accurate data on the number of BRCA 1+, BRCA2+, and BRCA- cases.
Furthermore, they enable a comparative evaluation of the risk models and counseling
tools according to specified quality criteria and metrics with respect to the predictions
and assignment of disease patterns to risk classes and thus help to avoid harms associ-
ated with erroneous risk assessment, excessive genetic counseling and testing, or
unnecessary interventions. On behalf of the US Preventive Services Task Force and
national HBOC consortia, Owens, Evans, and Fischer [13, 14, 30] present recommen-
dations on risk assessment models, genetic counseling, and genetic testing for BRCA-
related cancer, evaluate possible interventions for affected patients and families, and
assess their impact magnitude for the possible scenarios according to risk classes.
Studies examining individuals with their family history and BC together with OC
diseases for pathogenic gene variants raise a principled problem. Since the proportion
of OC diseases is on average only 17% of BC diseases—that is, they occur much less
frequently—the estimates for the influence of OC diseases on the IBRCAm value
(i.e., the percentage of deleterious mutations) will be inaccurate and underestimated.

This has been shown by studies that chose a priori cohorts for testing in which all
index patients had OC, as in Gupta [18], or excluded families with only one OC case
[25], resulting in a IBRCAm close to 25%. Predictions by experts, which they obtain
from databases on the gene mutations and their carriers, point in the same direction.

In this work, we present quality criteria and their metrics to estimate the risk of an
index patient and his/her relatives for the occurrence of pathogenic BRCAx variants,
taking into account the origin of each individual and his/her family members, specific
selection criteria, disease constellations, and initial diagnosis data for the entire cohort
and its typical subgroups. Section 1 introduces terminology and reviews risk predic-
tion models, genetic counseling and testing. Section 2 develops quality criteria and
metrics, data reliability assessment, and risk modeling and computing for germline
mutation in BRCA genes. Section 3 deals with data management and quality assess-
ment of risk studies determining the frequency of occurrence of PV in BRCA genes.
In it, we introduce probability metrics for the individual and familial incidence of
pathogenic variants depending on disease types and subtypes, their combinations and
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age of first diagnosis in the form of bar charts with time period sections and Demp-
ster-Shafer basic probability assignments (BPA). The metrics provide estimates of the
proportions of carriers and noncarriers, as well as the IBRCAm in the cohort and in its
subgroups with a sample of BC, OC, and BCOC diseases. These metrics allow recip-
rocal statements on their suitability and on quality criteria such as performance, accu-
racy, consistency for genetic counseling, risk models and comparative surveys. Relia-
ble metrics achieve accurate and consistent results, while the quality of risk study
results can be determined with these metrics. Section 4 gives our conclusions and
highlights further work.

2 Requirements for Concise Validation Management

2.1  Quality Criteria and Metrics in Genetic Counseling and Testing

Validation and verification (V&V) assessment describes options along with reliability
domains, quality criteria (QC) and quality metrics (QM). One of the fundamental
domains of assessment is resource and data management with QC accuracy, con-
sistency, completeness, integrity and other technical aspects, such as availability and
readability [10]; a second domain is devoted to mathematical modeling and compu-
ting. Here, the QC refer to accuracy, performance (i.e., efficiency and effectivity) and
adequacy. Further domains could be clinical genetic testing [27], visual analytics [4],
risk perception, decision-making and knowledge co-creation [7]. Cross-sectional
issues are the consideration of different forms of uncertainty and the realization of
interdisciplinary collaboration.

As is mentioned in [3, 5], there are many studies and meta-studies that review/
evaluate genetic counseling tools and risk assessment models based on ground truth
data as is highlighted in [1, 3, 7, 20, 28, 30, 32] among a multitude of other publica-
tions. However, they focus mainly on aleatoric uncertainty and consider epistemic
uncertainty indirectly through comparisons. Examples of QM used in IBRCAm risk
assessment include sensitivity, specificity, discriminatory accuracy and receiver oper-
ating characteristic analysis [27, 31].

Aleatoric uncertainty is usually measured through a confidence interval around the
mean result. In [3] intervals are used to represent epistemic uncertainty mostly due to
missing information, such as IP’s fao, ethnicity or subtype of cancer, or facts about
the nearest relative with cancer disease.

2.2 Data Reliability Assessment

When it comes to data quality, completeness and access are, of course, the most im-
portant issues. This primarily concerns patient data and access to internationally rec-
ognized databases Minimum requirements for the comparability of studies are a) a
concrete description of the cohort and its characteristics, as well as the objectives of
the study; b) the relevant diseases (cancer with type and subtype) from a given classi-
fication; c) a concisely described selection of the families and their index patients
with regard to disease patterns assigned to one of three risk classes, personal fe-
male/male history, current age, age at menopause, age at menarche, child birth histo-
ry, menopausal status, use of menopausal hormone therapy etc.; d) first and sec-
ond/third degree relatives to the IP with their medical histories, age, sex and ethnicity;
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¢) the number of complete FH with identification of affected family members selected
for genetic testing; f) a description of the PV testing strategy and type of mutation
analysis required depending on FH or population-based screening for founder muta-
tions. Data quality criteria have a direct impact on quality criteria for the other do-
mains, such as accuracy, performance and availability. Let us now explain the notions
completeness, consistency, and accuracy by means of examples.

Completeness. In [16, Table 1], the first row is uniquely devoted to FH diseases,
and the first column for IPs includes BCs;+ cases that are not reported in the FH. For
example, entry (1, 1) displays no cancer in the IP and no BCso. in the FH with 9 PV
carriers of 229 persons, corresponding to rate of 3.9%. The entries on disease patterns
IP 1 BCsi- & FH 1 BCso. as well as IP 1 BCsi+ and FH >2 BCsy. are not consistent in
terms of PV risk. Entries for complex disease patterns are missing from Table 3 be-
cause no tests were available. Here, a minimum number of cases should be required,
which, given the rarity of severe disease patterns in families at low risk, can only be
realized in very large cohorts.

In [25] it is reported that “the lowest mutation frequencies were observed in fami-
lies with three or more cases of postmenopausal BC, but no occurrence of premeno-
pausal BC, OC or male BC,” (PV in 20 of 522 families), whereas 109 carriers of 260
in FH with >3 OC and no other CA were reported. This is further evidence that in
entry (1, 1), which is dedicated exclusively to the occurrence of no cancer in IP and
FH, certainly no visible BCs;+ cases relevant to the RST are included. In other studies,
IP family history is missing [29] or incomplete [14].

In Penn's risk model, foa is collected only for BC, but not for groups without BC.
Therefore, it is not possible to display PV risk for age-related OC occurrence alone.

Consistency. Data consistency means that the mean values for fao are earlier in car-
riers of a mutation than in noncarriers. If one arranges disease patterns according to
their severity (e.g., earlier onset of disease or additional disease), so are their
IBRCAm higher and vice versa. Frank et al. [16] always use median instead of mean
values. The median age of first occurrence of a disease in a cohort and the average
risk depends on the behavior of the PV risk function at each age level and changes
when probands are subjected to a further age restriction, such as limiting cases to
individuals under 50 years of age. When only subjects up to 50 years of age are in-
cluded, the mutation risk for the BC disease cohorts of all ages in Table 1 [16] in-
creases from 15.95% to 18.8%, implying that the median age of first onset falls by
approximately 5 years. For a linear PV risk function f{x):=ax+b, with age x, it holds
for the mean values av(f(x)) = flav(x)). We will assume that, as in the Frank [15]
study, foa mean and median of the BCs. group are almost identical.

Buys et al. [9] reported that the majority of women with BC were diagnosed be-
tween ages 35 and 59 years. As expected, the positive rate among women who were
diagnosed before age 40 was much higher than the average positive rate (9.3%) and
ranged from 13% to 18%. Knowing the median age of subjects with positive PV gives
an estimate of the mean risk in both directions.

Accuracy. Whereas, in most studies, risk classes for the occurrence of PV are de-
fined relative to explicitly listed disease patterns consisting of individual cases or
combinations of BC, OC and their subtypes and to age intervals of first diagnosis,
Pujol et al. [36] introduced five adjacent risk intervals [272(n-1)%, (2% n%], n=1,..,
5, for this purpose. On the other hand, the intervals that are obtained by summarizing
IBRCAm “to detect BRCA pathogenic of likely pathogenic variant” and the results
from a number of studies in the field in Tables 2a and b to characterize the effect of
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individual BC types in the age groups suggest considerable process uncertainty,
which strongly relativizes discrimination among study cohorts across the five risk
classes introduced in [36].

Only validated counseling tools, PV risk assessing models and reliable ground
truth data from trusted PV risk studies allow the comprehensive computation of an
average or interval-based mutation risk for an individual or his/her family members;
assignment to average/low, moderate/elevated or high-risk classes and individual
counseling; and recommendation for preventive measures by an expert team.

3 Data Management and Quality Assessment in PV Risk Studies

3.1 Databases in the Domain of Pathogenic Variants Related to BC and OC

Approaches for model validation are based on statistical analyses of patient data and
their relatives from generally available international databases, preferably with disclo-
sure of the retrieval techniques [36]. Databases enable better understanding of the
causes, detection and spread of diseases and optimize treatment and prevention to
assist those affected to cure and manage their consequences. Such databases are oper-
ated by national and international research institutions, including universities, hospi-
tals, companies and foundations. Experts collect and provide statistical information
concerning cancer prevalence in the population including various parameters, such as
gender, age, place of residence, profession, disease occurrence, survival expectancy
and results of genetic testing. Important examples are the SEER database® which
incorporates 18 population-based cancer registries or repositories related to national
HBOC organizations. Other contents concern the typing and subtyping of cancer,
classification of PV found, prevention and standardization of treatment methods. The
authors Huang et al. [22] deal with data generation and cloud-based sharing and de-
velop an automatic variant classification and annotation pipeline called CharGer® by
using internationally adopted guidelines specifically for rare cancer variants. CharGer
queries information from ClinVar and GSEA. ClinVar’ is a freely accessible public
archive, the purpose of which is to report “variants found in patient samples, asser-
tions made regarding their clinical significance, information about the submitter, and
other supporting data.”

GSEAS® hosts a computational method with underlying database that determines
whether an a priori defined set of genes shows statistically significant, concordant
differences between two biological states (relationship between mutation sites/loca-
tion and phenotypes of BC and OC).

GC-HBOC created a panel of experts known as the VUS (variant of uncertain sig-
nificance) Task Force, which was tasked with reviewing and adapting the classifica-
tions of genetic variants in risk genes for hereditary BC and OC based on the most
recent data submitted to the central database, as is reported in [38]. Thus, a stan-
dardized patient data selection policy can be used in the design of incidence studies of
cancers based on germline mutations in BRCA1/2 genes with large groups of partici-
pants of various ethnicities.

> Surveillance, Epidemiology, and End Results https://seer.cancer.gov/
¢ Characterization of Germline Variants https:/github.com/ding-lab/CharGer/

7 https://www.ncbi.nlm.nih.gov/clinvar/variation/55539/
8 Gene Set Enrichment Analysis https://www.gsea-msigdb.org/gsea/index.jsp
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3.2 Data Collection and Analysis in PV Risk Studies

Databases are of particular importance in the validation of risk models for cancer
disease and appearance of hereditary pathogenic variants. Metastudies on genetic
counseling, genetic testing for BRCA-related cancer and the frequency of germline
mutations in families at risk are based on publications in international, peer-reviewed
journals and their databases, such as Cochrane Central Register of Controlled Trials
and Database of Systematic Reviews, Ovid EMBASE, and MEDLINE Ovid Embase.

Nelson et al. [28] reviewed 103 medical studies and 110 research articles (with
92712 patients in all), including their methodology, scientific rigor, study parameters,
relevance, quality criteria and metrics, performance, accuracy and limitations, as well
as adverse effects and benefits for the patients.

The authors of [31, 32] examined the validity of models for predicting BRCA1 and
BRCA2 mutations and quantified “the accuracy of the following publicly available
models to predict mutation carrier status: BRCAPRO, family history assessment tool,
Finnish, Myriad, National Cancer Institute, University of Pennsylvania, and Yale
University.” They assessed the accuracy of these models, which are widely used in
clinical and scientific activities, in estimating the probabilities of having a BRCA1/2
PV known for susceptibility to breast and ovarian cancer.

Pujol et al. [36] classified genetic counseling studies into three levels depending on
cohort size, (number of probands and families), control and quality assessment of data
quality and level of detail of patient information. They derived five levels for likeli-
hood of BRCA1 or BRCA2 mutation (IBRCAm) and three levels of evidence for
therapeutic recommendation. Their findings were based on a literature search strategy
using variations and Boolean connectors of key terms. They executed a search of the
PubMed database for studies published in English between January 1995 and May
2020, using exemplary listed queries of terms related to BRCA clinical testing.

Let us now turn to individual studies that will provide the basis for further investi-
gations in the next chapter.

Frank et al. [16] offered predictions for the occurrence of a spectrum of variants in
BRCA1/2-correlated genes classified as deleterious by GenBank [17] with such risk
factors as age of onset, personal and FH, and ethnicity (compiled in tables denoted
“Frank tables” below). Beginning with a cohort of 10000 individuals from different
specified ancestries, several selection processes were performed, finally resulting in
two studies with 4716 noAJ and 2233 AJ index patients and their tested family mem-
bers. The exact reduction process was more complicated: a noAJ group of 7461 indi-
viduals is analyzed for BRCA1/2 and an AJ group consisting of 2539 for the three
founder mutations, from which were generated two groups with information on FH.
As aresult, 6724 FH individuals remained in the noAJ group, and 3022 individuals in
the AJ group. The median fao for 4663 BC patients was recorded as 44 years of age,
and for 779 patients with OC as 53. Based on the results of this survey, the authors
identified risk factors for BRCA1/2 mutations and correlated them with rates for de-
veloping BC, BC with subsequent OC, and contralateral BC. This allowed them to
model the IBRCAm with the help of logistic regression analysis.

Using disease reports from 7352 German families and data from Breast Cancer
Linkage Consortium, Fischer et al. [14] evaluated the genetic risk models BOADI-
CEA, BRCAPRO and IBIS, as well as the extended Claus model (eCLAUS), which is
used to estimate BRCA1/2 PV carrier probabilities and compare their discrimination
and calibration. The incremental value of using pathology information in BOADICEA
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is assessed in a subsample of 4928 pedigrees with available information on molecular
receptors.

Kast et al. [25] investigate the prevalence of BRCA1/2 germline mutations in a co-
hort of 21401 families with suspected pathogenic BRCA variants and BC/OC status
of all individual members. Data, including the BRCA1/2 mutation status of the index
patient, were collected between 1996 and 2014 in a clinical setting at the time of first
counseling using functional analyses and variant classification of the ENIGMA con-
sortium, which contains genetic data from the GC HBOC database.

Based on an analysis of the Japanese HBOC consortium database, Okano et al.
[29] discussed the prevalence of BRCAx variants and VUS among a Japanese cohort
of 2366 individuals who underwent a screening test. They provided the results of 15
international studies published between 2009 and 2020.

Hall et al. [19] examined the frequency of most common BRCA1 and BRCA2 var-
iants including VUS in women of different ethnicities undergoing testing for heredi-
tary breast-ovarian cancer using a clinical database supported by Myriad Genetic
Laboratories, Inc.

Buys et al. [9] advocated panel testing to increase the number of women identified
as carrying a pathogenic variant in the cohort with various ancestries as opposed to
conducting BRCA gene testing alone with a special focus on first age of diagnosis
and TNBC status. The frequency of pathogenic variants was stratified by age in five-
year increments between 20 and 90 years in all individuals with breast cancer.

What the majority of the studies have in common is that, with cohorts from differ-
ent ethnicities and different risk classes, they arrive at IBRCAm results within a large
range. At the same time, they differ in the completeness of their data on subject selec-
tion and on IPs and their FHs. Thus, two questions arise: to what extent are they com-
parable, and what metrics can be used to reproduce statistical mutation risk scores
related to the occurrence of individual or combinations of diseases as accurately as
possible? Approaches to achieve this goal are presented in the next section.

3.3 Age-dependent Risk of PV Occurrence in Patients with BC, OC, and OBC

International studies on the frequency of mutations in BC and OC suppressor genes
such as BRCAI and 2 are only comparable if, for the cohorts studied, they report
origin (ethnicities) and the period of data collection as well as the databases used,
their selection according to the presence of specified disease patterns (average, ele-
vated or high risk), and the number and selection criteria of the individual patients or
IPs and their tested family members (FH). The minimum requirement is descriptive
statistics, including totals for pre- and postmenopausal first occurrence of BC and OC
in common cancers BC, BBC, MBC, TNBC etc., OC, and OBC, in the same individ-
ual or BCOCyy separately for each IP’s first- or second-degree relatives together with
the first age of diagnosis. Since the risk for mutations of the analyzed genes varies
over the considered lifetime—usually assumed to be 20 to 70 years—but increases in
certain constellations (TNBC) and ethnicities for patients with younger age, surveys
done separately by age groups of five or ten years each lead to more accurate results
and better comparability. Unfortunately, the risk curves for the disease patterns are
nonlinear and the slopes increase more steeply the earlier the diseases occur. This is
particularly true for certain ethnicities such as AJ and for complex disease patterns of
BC, MBC, TNBC, BCOC, or OBCy,&OC in FH. If the likelihood IBRCAm is deter-
mined only for mean values of fao in the range of 40 to 60 years, linear behavior can
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be assumed here as a first approximation, and mutual dependencies between the dis-
eases that increase the risk can be neglected. This approach is therefore of limited use
in determining accurate mean values for the incidence of pathogenic variants in se-
lected groups if only the frequency of BC and its subtypes, OC, and BCOC and their
averaged fao in the age intervals are known.

To find risk bar charts or piecewise linear curves depending on patient’s age of
first onset we used tables by Frank et al. [16], models for individual and familial mu-
tation risk (Penn II, [33]), or age-depending risk curves separately by cancer type [9]
to develop a mathematical expression for estimating the mean BRCA 1/2 mutation risk
of a cohort across studies and data resources, using piecewise linear mutation risk
percent curves for BC, bBBC, mBC, TNBC, OC for IP and FH, and the fao in the five
linear sections: BCro.20 [4, 4, 7, 11,16, 24] with additional weights 2 and 9 for BBC
and MBC, respectively, TNBCro.20[7, 7, 11,16, 24, 26], OC7-2 [3, 3, 7, 11, 15, 19].
BCOCrFy is obtained by adding the two weights for BC and OC. For OBCj, in one
person, a further weight sp [0, 1, 2, 3, 4, 5] is added [5].

For the Ashkenazi ethnicity, in most cases we add a constant to the noAJ risk func-
tions (i.e., 1, 3, 5) and propose MBCaj 9 + [4,...,9], BCas 7020 [9, 9, 12, 16, 21, 29]
(+5), OCay 7020 [8, 8, 12, 16, 20, 24] (+5) and spay [1,2,3,4,5,6] (+1).

Based on these bar charts or piecewise linear curves ba(.), oa(.) and sp(.), which
quantify the percent PV risk for the listed cancers at each fao between 20 and 70
years, we calculate the scalar product of the retained frequencies of BC, BBC, MBC,
OC, and BCOC in IP and FH members and the related first ages of onset in the inter-
vals of accumulated risk divided by the total number of families or IPs to obtain an
average mutation risk IBRCAm for individuals/IPs and their relatives.

With good agreement, the studies’ context and their IBRCAm can be replicated
and missing data for the FH context of one cohort can even be carried over from an-
other study after scaling the number of diseases BC, OC and BCOC for similar eth-
nicities, age intervals and risk classes. Below, we report the published IBRCAm
scores and our estimates calculated with the same risk curves ba(.), ca(.), and sp(.)
found in large international studies on the risk for the occurrence of pathogenic
BRCAKX variants among index patients and their family members.

Frank study [16]: Results for mean risk values in %: noAJ group: 791/4716 =
16.77, our estimate 16.67 (oe); AJ group: 21.34/20.46 [5]. We compute the IBRCAm
without the first entry 9/229 in [16, Table 1] which contains a certain number of not
identified FH BCs;+. Thus IBRCAmM:=782/4487%= 17.43%. Since there is no reported
fao mean for BCs;+ and BCyo. diseases, we use for all 6323 BC and 2063 OC the
weights ba(44)=9.4, 0a(53)=5.8, and 135 BOC,, together with sp(44)= 2.6 and com-
pute IBRCAm = (6323-9.4+2063-5.8+135-17.8)%/4487=73805/4487%=16.45%.

More precisely, working with fao ba(55) for BCs;- and ba<4=13.5, it follows that

((2981-862)-ba(44) + 661-ba(55) + 1888-ba(44) +934-0a(53) +
803-(0a(53) + ba(44)) + 326-0a(53) + 62-(ba(55) +oa(53) + sp(55)) +
73-(ba(44) + 0a(53) +sp(44)) + 862 ba<4)/4487 = 16.61.

Here are the results for the Ashkenazi cohort: 22.35% and our estimation 22.70%,
slightly larger because of the first entry with missing BCs;+, ri not taken into account.

Karst study [25]: IBRCAm: 24.0%, our best estimate: 24.19%.

(50088-7.4 +6028-9.4 + 671-13.6+7250-6.4+ 1917-15.9)/21401 = 24.193



98

Table 1. Cohort composition in relation to risk factors. For the BC40-, we use ba(35) as risk
factor. If multiple ethnicities are considered individually, we name the respective group, noAJ
and AJ in [16] (from Table 1, 3 therein), African group for [19]. *# families /ip’ means the total
number of families tested for BRCA1/2 mutations (equal to the number of index patients for
some studies) is usually smaller than the total number of persons in the FH. For the subtype
TNBC we use ba<4s=18 [9, Fig.2]. The abbreviation “foa” means average of first age of onset.

Diseases fao [BCsi+ [BCsi+ [BCso- [BCso- |BCa0- BBC MBC|OC [OC  |OBCy BCOC f# fami-
BCso./s1+/OC|[P  [FH [P [FH |INBC 50'1/3” 1P [FH |sivs0- [FH  [lies/(ip)
[16] 44/55/53]661 |- 1888 |2981 862 |- - 326 934 [62/73[803 4487
AJ 44/55/53 326 |- 578 |1140 |188 |- - 116 449 [19/18365 [1991
[25] 49/-/51Y 24452 |- 26236(1267 4132 671 |- 7250 |- 1917 (21401
MBC: 58 - 1896 sp=2.1
[29147.72/-/50 2054 2081 211 14 |89 |(143) |62 |(268) [2366
[14]143.3/50.5 6386 9854 1064 188 |668 [2353 [297 |- 7352
[19] African [212 [381 (1006 (1003 -/188 25 190 (32 271 |1767
ip:40/52Y4/45 fao:

th:45/57Y4/55 42.2

IBRCAm [ | [16]16.77/ |AJ:2235 |[25]24.02 [[29]20.2 |[14]24.1 [19] 15.6
our estimation 17.43 16.61 [22.70 24.19 18.57 25.55 17.38

Fischer et al. [14] used data from 7352 IPs and 4927 pedigrees and a IBRCAm of
24.1% to validate BOADICEA, BRCAPRO, and IBIS as well as the extended Claus
model (eCLAUS), intended to estimate BRCA1/2 gene mutation probabilities in FH.
The question arises: to what extent is the study with probands and nine disease pat-
terns consisting of BC, BBC, MBC, and OC including those with earlier fao qualified
to rank the four risk models? The cohort belongs to a category with an elevated gene
mutation risk and is similar in composition to the study by Kast et al. [25], in which
almost three times as many families were studied and complete family history infor-
mation was available. Since the absolute frequencies of BC, OC and BCOC disease
patterns are not known and slightly varying median values are given instead of means,
our calculated IBCRAm = (15240-9.68 + 1064-11.68 + 88-18.68 + 3021-6.8 +
297-19.15) % /7352 = 25.55% is of only limited precision.

Hall [19] presents IBRCAm of PV in BRCAXx genes and VUS for 46276 individu-
als and 7 ethnicities with varying fao:

Western European Group: 36235 families, 12.1%, our estimation 12.91%; African
group: 1767 families 15.6%, our estimation: 17.38% using fao 45.2y BC, 48y OC:

212-6%+1006-11+ 188-12.12+381-4%+1003-9+25-9+90-5+32-23+271-14=30712

Okano [29]: This database includes 2366 cases in which the probands underwent
genetic testing, with 20.1% BRC1/2+ carriers, 2054 female BC patients, 89 OC pa-
tients, 62 patients with OBC, and 14 MBC. There are 211 carriers with subtype TNBC
and fao=44y in the cohort, from which we extracted 2054 patients with fao 47.7y that
had no family history, but had an onset age and subtype information. We used the FH
patient data from the Asian cohort in [19] for scaling to produce the missing FH con-
text:

BC: #Index patients/#FH members=766/776; OC: 63/10; BCOC: 31/134;

IP: 1843-7.92+211-18+89-7+62-17.2+14-16.9=14597+3798+623+1066+237=20321

FH: (2081-211)-7.92+211-18+143-7+268-14.92=14810+3798+1001+3999=23608

IBRCAmMpp=20321/2366% = 8.59%; IBRCAmrp=23608/2366% = 9.98%.

[29]: IBRCAmM=20.2%, model-based risk estimated 8.59%+9.98%= 18.57%.
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The primary uncertainty factor is the lack of data on the first occurrence of the
cancer disease and its type and subtype, if applicable. The mean age of first occur-
rence of a disease in a cohort and the average risk depends on the age distribution of
their first diagnoses and the time period considered and changes when probands are
subjected to a further age restriction, such as only cases under or over 50 years.

Thus, the mutation risk for the BC disease cohorts of all ages in Table 1 [16] in-
creases from 15.95% to 18.8% when only subjects up to 50 years of age are included,
meaning that the median age of first onset falls by approximately 5 years.

3.4 Dempster-Shafer Based Quality Metrics

In [3, 5], we used Dempster’s rule to combine data on penetrance of pathogenic gene
variants in BRCA1/2 correlated with personal and family history of cancer based on
data from [16] for non-Ashkenazi population (cf. Tables 1, 2). Let Q be the universe
with eleven focal elements b, proband’s (postmenopausal) BCs;+, b, family member’s
(premenopausal) BCso., 01 (OCsi+), 02 (OC at any age); additional masses for prema-
ture diseases: bai, oa (fao BC/OC between 40y and 50y), bai+ (BCao.), bar (BCao.), nr
(near relative, disease in adjacent generations), bil (bilateral BC), and ma (male BC).

Remember that m(.): 29, [0,1], m(@) = 0, the mass of empty set (impossible event)

is zero and X ye22m(X) =1, F(m)= {XEZQ, m(X) > 0} set of all focal elements.

A first basic probability assignment BPA with masses m; could be based on pro-
band’s mutation probabilities (cf. PV risk in Figure 1, first column), a second with 72
by those of her family members (Figure 1, first row). Using Dumpster’s rule with

m12()0::2)(1sz:XXLX2 629m1(X1)mz(X2), we combine the BPAs for 72 and 72 and

obtain a combined BPA mps(0):=0, mps(X):= m12(X) /(1 —m12(@)), X0, , whereas the
belief function is computed by applying the definition Bel(X):= Xycx m(H).

Table 2. DST-based data fusion for 11 risk factors

Risk blUbZ, bZUOI, szOlU ba1, ba1+, nr, bll, >
Factor %| b1,b2 01,02 biUos 02002 |02, Q oai ba> ma %
mi 2,10 7,7 2,8 10, 12 2,11 4,2 | 5,6 2,5,5 |100
m2 4,4 4,4 3,5 6,1 1,39 4,2 | 5,4 4,5,5 1100
mps |3.9,11.919.9,10.2| 2.1,7.1 94,8.6 |1.6,7.7(3.8,1.8/4.8,5.3]2.3,4.8, 4.8 100
Belps 17.9,21.2 |31.3,28.7|51.7 100
Ex. 1 X, X X, X X, X X, X X, - - X - - X, -,- |77.4
Ex.2 -, X X, - - - X, - - - -, X - - - 33.1
Ex. 4 X, X -X X, X - - - - - - - X,-,- |37.5

Example 1: Proband 38y BC and OC, her mother Bso. fao>40y and her aunt OC
Belps =77.4% compared to 72.2% [16] and 52% [33].

Example 2: Suppose the patient has OCy4o- and her aunt BCsy-. Belps(b201)=33.1%,
40% [16, Table 2].

This DS approach is based on a study with a high level of evidence that satisfacto-
rily supports the selection of the cohort and its relevant parameters. Due to the rarity
of the complex BCOC and OCOC syndromes, the case frequencies are so low that the
mutation risks of comparable groups vary considerably. No case numbers are availa-
ble for BC subtypes with earlier foa. In this respect, the reported beliefs are not relia-
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ble lower bounds for the occurrence of pathogenic BRCAXx variants and overestimate
the risks for randomly selected families and subjects without cancer, but better repre-
sent increased risks of common BCOC occurrence than the age-dependent risk curves
for (sub)-types of BC or OC.

In summary, the DS schemes constructed on the basis of relevant studies are unsat-
isfactory at one point or another, either having too few disease categories, having to
guess the number of cases in the upwardly unlimited constellations two and more
BCso. or OC, or considering only two patients in the FH if the total number of diseas-
es is not given. Moreover, the cohorts include only a small number of families with
complex constellations of two or more BC/OC diseases (cf. the enumeration of groups
with occurrence of ovarian cancer in [25]) and groups with inconsistent risk likeli-
hoods, particularly striking is the IBRCAm for the proband with BC and a family
member with OC and vice versa (which are far apart for the combinations b, and 0>
resp. by and oy; tentatively they should be combined into one constellation).

In order to develop an alternative BPA that is based on the results of highly ranked
studies, we define the relevant disease patterns and their risk factors.

These are the sets b and o1 and b, and 0, for BC and OC occurrence in individuals
and family members, 0b; for one BC and OC in an individual and 0,5, for this combi-
nation in FH, whereas the sets b, and 0, contain single occurrences but also two and
more diseases.

Family History (includes at least one first- or second-degree relative and excludes proband).

No Breast Cancer < Breast Cancer < 50 50 Breast Cancer <50 Ovarian Cancer at Any Ovarian Cancer in > Breast Cancer
Years of Age or Years of Age in One Years of Agein>  Agein One Relative; ~ One Relative; No <50 Years of

Ovarian Cancerin Relative; No Ovarian One Relative; No  No Breast Cancer <50 Breast Cancer<50 ~ Ageand Ova-

. Ovarian Cancerin ~ Years of Age in Yearsof Agein  rianCancer
Anyone Cancer in Anyone _Anyone _Anyone Anyone at Any Age
Proband No. Y% No. % No. % No. % No. % No. %
No breast H
o reas 9220 39 | 19434 44 46/419 | lenss 39 10117 85| [s8354 164
cancer or 1 b 0, b
ovarian cancer 1 ’ _ 927
at any age
Breast cancer
>50 yearsof |4/172 23 22/197 1.2 12/118 10.2 3/69 43 1/18 5.6 19/87 21.8
e by b, Vb, b Vo, 0,b, U b,
Breast cancer |55/579 g 5 89/484 184 117/322 363 34194 175 742 16,7 [126/267 47.2
<30/40-49 167284 31/289 41172 15/115 3125 55/141
Year s ofage
Ovaria“t 517 65 14/41 341 11726 43| 2383 27.7 1228 429 |38/71 535
cancer atany
age/>50, no 345 0 by Vo, 0, U0, 0,b, U 0,
breast cancer
Breast cancer
> 50 years of 5127 185 1/9 11 411 364) [1/6 17 13 33 3/6 50
age and ova-
rian cancer at ob, b, U ob, 0, U 0b, 0,b, U 0b,
any age
Breast cancer
<50 years of 525 20 7/14 50 4/5 80 5/9 56 2/2 100 13/18 722
age and ova-
rian cancer at
any age

Fig. 1. DS scheme with 15 subgroups built from sets b1, 01, b2 and 02 for BC and OC occurrence
in individuals (first column) and family members (first row), ob1 for BC and OC in the individ-
ual (IP) and 02b2 for BCOC in FH, as well as the Cartesian product of these sets.
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Finally, we account for the special cases post- and premenopausal BC/OC or
premature breast cancer and the subtypes TNBC or bilateral/male BC, with their indi-
vidual risk factors depending on the fao and the origin of the patient.

These factors are only partially represented in the Frank tables [16] (that is, noAJ
or AJ, BCsi+/50-/40-, OCs14/50-), but no subtypes and no BCs;+ are documented the FH.

Then, we propose the following approach: generalization of Table 1 [16] with 6 x
6 entries, let be R,,, a PV risk matrix with non-negative vector entries at all positions
(i ,j) for mutually different disease patterns c;p, i=1..m, ¢y j=1..n and individuals p—
captions on the left hand side—and their family members/FH f (father, mother, sib-
lings and second-degree relatives on the father's or mother's side)—captions on the
upper side. They consist of the number of affected individuals, the number of affected
individuals with positive testing, total numbers of associated cancer types to the dis-
ease pattern with the age limits within which the first occurrence lies.

A partition of the array into disjoint groups is deemed consistent if there is a BPA
that assigns all groups in a partition their minimal mutation risk. Here, the belief cal-
culation (to an array entry) must sum the associated masses of the m+n; groups g,
g 1<ii<mi<m, 1<j,<n<n, built from the first row and column and those of their
m-n; Cartesian set products g;,,xg;,, of disease pattern including BC/OC and possible
additional risk factors for earlier fao, or special subtypes of BC (e.g., TNBC etc.).

The masses of the BPAs are defined in such a way that in the belief calculation for
a disease pattern in the individual's family, the sum of the associated masses yield
only the minimal or, alternatively, the average risk in the corresponding group (subar-
ray of the risk matrix). If the consistency conditions are violated, they can be fulfilled
by coarsening the partition while retaining the smaller minima in the new subdivision.
That can be useful, for example, for combinations such as bs&o,, or os&b, in the case
of Frank's Table 1 [16]. Figure 1 shows a possible partition and Table 3 the corre-
sponding BPAs for minimum and average risk metrics.

Table 3. Minimum and average masses of groups gip, i, i1, j2=1, 2, 3, from the first row
and column and those of their nine Cartesian set products gi ,xgjy; that fulfill the equation
system for the DS-belief construction.

% min/mean — | 01=6.5 02=3.9/5.9 | b1=2.3/7.85 |b2= /AnoCa| o02b2=16.4 z
| Differences A 4.4/7.6/6.8 |ob1 =18.5/19.2| 52/63.2
b1&b2 01&02 44
10.2/21.4 27.7/31.5
3.5/5.95/6.75 17.3/19.1
ob1&b> ob1&o> 02b2&b1 02b2&01 0b1&02b2 48.8
11/41 17/45 21.8/41 53.5 50/66.7
-/14.2/15 -/19.9 3.1/16.75 30.6/30.6 15.1/31.1
min/av_masses 0.065/0.059 0.0785 0.076 0.164/0.192
b1&b> 01&02 01&b2 02&b1
0.035/0.0595 0.173/0.191 0.232/0.224| -/0.015
0b1&b2 ob1& 02 02b2&b1 02b2&01 0b1&02b2 Add risk
-/0.142 -/0.199 0.031/0.168 | 0.306/0.306 | 0.151/0.311 | factors nr,
b1,514/50-/140-= 01 =0.065 0b1,51+/50- 02b> ba, ma
0.023/0.095/0.132 02=0.059 =0.185/0.2 0.164 and bil
b2,50-=0.044/0.076

Example 3: Proband 45y BC and OC, aunt OC
Belnin(ob1woz2)=m(ob,)+m(o2)+m(obi\o2)= 0.185+0.039+0 = 0.224, and for the
average risk Bel,(051U02)=0.192+0.059+0.199=0.45.
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Example 4: Proband BC, sister OC and BC

Belnin(b11002b2):= m(bi)+ m(02b2)+m(b1Uo02b2)= 0.023+0.164+0.031=0.218

(cf. minimum value of entries (2,6)&(3,6) in [16,Table 1]), and for the average risk

Bela(b11U02b2):= m(b1)+ m(02b2)+m(b1\Uo2b2)= 0.0785+0.164+0.1675=0.41

One can now consider the individual’s age of onset and either refine the partition
or add a risk surcharge for premenopausal BC.

The results in Table 3 show good agreement with the sizes of prevalence of patho-
genic BRCAXx variants related to the scores on the cancer diseases checklist used in
Ataseven et al., [2, Fig. 2]. The advantage of the proposed methods is twofold: if a
BPA can be found with the prevalence study data, it can be used, and study data are
consistent and provide reliable assignments of a cohort’s family disease patterns to a
gene mutation risk class.

Using this DS approach, it is also possible to approximate the mean mutation risk
of a cohort separately by BC, OC, or BCOC groups in other studies. We now explore
the example of the BC group in Kast [25]. Taking this group discussed in [25, p. 467,
Table 3], we select six subgroups with 8026 from 11362 individuals, 1258 pathogenic
mutations and a IBRCAm =15.67%, groups that fit into our b; and b, categories with
zero or one BCsi+ and 1, 2, >3 BCs.. The related PV risk value results from

(1267-13.7+2577-8.8+1725-17.5+1256-16.2+739-30.4+462-27.5)/8026%=
125740.8/8026%=15.67%

Assuming our risk factors of 13.2 %, 7.6/6.8%, and 21.4% for the BCy., b2, and
b1Ub; subgroups with 1267, 1725, and 5034 families, we find an approximation for
IBRCAmpc=(1267-13.2+1725 7.6+5034-21.4)%/8026=137562/8026%=17.14/16.97%.

As a last example we consider the group >2BC & >1 OC with 39.9% prevalence
which fits our 02b2&b1 set with IBRCAm = 41%.

4 Conclusions and Further Work

In this work on the validation of risk assessment models for the occurrence of breast
and ovarian cancer—related deleterious gene variants, we propose two ways to math-
ematically model the mutation risk for individuals and their relatives based on disease
FH arising from BC and OC. These allow large studies on the frequency of occur-
rence of pathogenic BRCA variants to be evaluated using data from international
databases according to standardized criteria and to calculate the IBRCAm for the
whole group or subgroups with different patterns of BC and OC diseases.

The first model is based on risk functions for BC, OC and subtypes depending on
the age of first diagnosis, and the second on the calculation of a Dempster-Shafer
BPA to given PV frequencies in a partition of the cohort according to occurrence of
different BC-OC patterns. In this way, it is possible to predict the IBRCAm for these
syndromes or to compare prevalence studies and their results and calibrate them if
necessary. The universal metrics reproduce the mean IBRCAm obtained in five large
studies with cohorts from different ethnicities and risk classes, suggesting their suita-
bility also for further studies. The second metric, which can be specifically adapted to
data from another prevalence study, also allows us to look at comparable subgroups
from other studies with their disease patterns and reproduce the mean values for muta-
tion risk. These metrics provide reciprocal statements on their suitability and on quali-
ty criteria such as performance, accuracy, and consistency for the risk models, genetic
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counseling tools and comparative surveys. On the one hand the study results were
calibrated correctly, and on the other hand the metrics proposed are universally appli-
cable.

Future work will involve further development of risk functions for the different
types and subtypes of hereditary cancers and variety of PVs via access to the relevant
databases, consolidation of the data with respect to the quality criteria and automated
calculation and visual analytics of their metrics.
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Abstract. In this work, we present three online tools that calculate the individual
and familial risk of stroke, for the occurrence of pathogenic variants in BRCA1
(BReast CAncer 1 gene) or BRCA2 genes with impact on early breast and ovar-
ian cancer disease, and for low and high stage prostate cancer. The forms collect
information about the individuals, their specific disease patterns, medical exam-
ination results, and the lifestyle of the proband and his/her relatives. Data and
model quality and cross-cutting issues such as uncertainty and usability will be
addressed in the context of work in which the authors have been involved.

Keywords: Pathogenic Variant, Cancer Risk Web Calculator, Quality Metrics,
Risk Model Assessment.

1 Introduction

Cancer and cardiovascular disease account for most premature deaths in the population.
While prior diseases and lifestyle are mainly responsible for the latter, the development
of cancer has genetic, hormonal and environmental causes. Somatic variants are the
most common cause of cancer, occurring from damage to genes in an individual cell
during a person’s life and are responsible for breast cancer (BC) of various subtypes.
While pathogenic variants (PV) interfere with the repair mechanism of altered cells and
lead to early disease, as in the case of breast and ovarian cancer (OC), spontaneous
mutations occur with increasing age due to hormonal factors or specific risk factors in
lifestyle, e.g. in diet or leisure behavior. Germline variants are the cause of 5% to 10%
of all cancers. They occur in reproductive cells and are passed directly from the parent
to children. Women with a hereditary mutation in the BRCA1 or BRCA2 gene have a
six times higher lifetime risk (70%) of developing BC than non-carriers. OC is roughly
speaking six times less common than BC for women in the general population. State-
ments on risk refer to the probability for a person or his/her family to develop a specific
form of the disease within a certain period of time or to have a genetic, physical or
environmental disposition to more frequent, earlier occurrence or severe progression
[1,4,5].

Prostate cancer is the most common cancer in men around the world, but age-stand-
ardized disease rates vary widely by country and ethnicity, with 34 and 124 cases in
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Greece and the United States, respectively, and 185 African-American men per 100
000 in 2016".

To assist those affected and their families, medical institutions and governmental
organizations have established an extensive education and screening program that al-
lows people to obtain information from primary care physicians, health insurance com-
panies, local pharmacies, or through online offerings, to determine their risk for certain
common cancers and, in consultation with individuals they trust, to modify their behav-
ior regarding the type and frequency of screenings, lifestyle, dietary and recreational
choices, or to take direct action to reduce their risk [3].

In this post we would like to present three online tools in the form of questionnaires
that show the user a percentage statement about their personal or family risk based on
an adequate model or algorithm. In doing so, we point to studies and mathematical
methods used for risk modeling and to derive the predictions. An essential role is played
by databases that store important information on the classification of diseases by type
and subtype, stages of disease, appropriate treatments according to the patients, their
origin, age, sex, time of first diagnosis, results of screening examinations, comparable
disease patterns in the family, that is, first-, second- and third-degree maternal or pater-
nal relatives, and that are maintained and made available by national or international
institutions.

Validation of the databases, risk models and calculations to determine the individual
or family risk, as well as the presentation of results, interpretation and elaboration of
recommendations is the responsibility of the stakeholders, i.e. medical experts, soft-
ware engineers, users and institutions involved. It is done on the basis of agreed quality
criteria and their metrics as well as comparative assessment procedures on the level of
evidence and reliability of the studies, tools and resulting recommendations for the pa-
tients with suggestions for further prevention, treatment and care [8, 13].

2  Risk Calculators

The PENN II risk model” predicts the pretest probability that an individual has a BRCA1
or BRCA2 variant. It was released in a revised version in 2008, is an easy to use internet
survey form with ten concrete questions about family (medical) cancer history (i.e.
about ancestry, age at first diagnosis, the occurrence of different disease patterns from
(bilateral) breast, ovarian, pancreatic and prostate cancer) on one side of the family.
The tool allows to compute the likelihood of BRCA1/2 pathogenic mutation (IBRCAm)
of the patient/proband or the closest 1%, 2" relative with cancer (individual or family
risk) which results in an increased rate of discase at carly age.

The performance for PENN II risk calculator was assessed by the area under the
receiver operating characteristic curve (AUC) of sensitivity versus 1-specificity, as a
measure of ranking of five prediction tools [6]. In Penn's risk model, only first age of
onset for BC is collected, but not for pattern without BC. Therefore, it is not possible
to display PV risk for age-related OC occurrence alone. In [3] we used Penn II to build
age-depending risk curves separately by cancer type to develop a mathematical expres-
sion for estimating the IBRCAm risk of a cohort across studies and data resources and
to validate Dempster-Shafer based risk metrics (DSRM). The universal metrics allow

' DKG 2021 https://www.leitlinienprogramm-onkologie.de/leitlinien/prostatakarzinom/
2 https://pennmodel2.pmacs.upenn.edu/penn2/
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to reproduce the mean IBRCAm obtained in six large studies with cohorts from differ-
ent ethnicities and risk classes, suggesting their suitability also for further studies.

Another DSRM, which can be specifically adapted to data from a freely chosen re-
liable prevalence study, also allows us to look at comparable subgroups from other
studies with their disease patterns and reproduce the mean values for mutation risk.

The Prostate Cancer Risk Calculator (PCPTRC) was developed based on surveys
of'a cohort of 5519 men of African American origin in a placebo group of the Prostate
Cancer Prevention Trial (PCPT) funded by the National Cancer Institute (USA) with
annual determination of the total prostate-specific antigen (PSA) level consisting of
bound and so-called free PSA (fPSA), family history (FH), and digital rectal examina-
tions (DRE). If the PSA level exceeded 4.0 ng/ml, an abnormal DRE was detected, and
at the end of the study, a biopsy was offered with high evidence for the presence of
cancer. A 2012 update of PCPTRC 2.0° calculates a risk estimate based on a logistic
regression model for presence of low-grade (Gleason grade < 7) and high-grade pros-
tate cancer in a more user-friendly presentation with information about the user popu-
lation. The involved data collection consisted in an expanded group of 6664 biopsies
from 5826 patients and inclusion of other biomarkers of prostate cancer [12]. Unfortu-
nately, the correlation between PSA and DRE and the proposed distinction of biopsy-
based classes no PCa, low-grade, and high-grade cancer is poor; if this characteristic
is compounded by missing data on the other parameters PRE and FH, the overlap of
uncertainty in the assignment to the three risk classes is very large.

The TNM staging system comprises tumor sizes T1, 2, 3, 4, spreading to the lymph
nodes NO, 1, and existence of metastases M0; labc at different parts of the body. T1:
non-palpable, DRE normal, la(b): <(>) 5% of tissue with cancer, 1c: cells found during
needle biopsy with elevated PSA, low-grade PCa. T2: palpable, DRE abnormal, 2a(b):
(more than) half of one lobe or less (not both), 2¢: involves both lobes. T3: tumor out-
side prostate, T3a: palpable, unilateral capsular penetration, 3b: spread to the seminal
vesicles. T4: tumor has spread to tissues next to the prostate.

In parallel, the Gleason grade (GG) describes the aggressiveness of PCa in form of
a pair of numbers assigning two grades (X,y) to Gleason score x+y, the first resp. second
most common tissue pattern in order of harmfulness. Thus, the pair GG2 (3, 4) repre-
sents less aggressive PCa than the pair GG3 (4, 3) and are both assigned to Gleason 7,
whereas Gleason scores 8 (GG4) (4, 4) and higher are more dangerous, and Gleason
score 6 (GG1) (3, 3) is still below the threshold for clinically significant csPCa, but
beyond benign disease.

However, the distinction between low-grade and clinically significant PCa is fluent
and shifting downward with the use of new imaging technologies such as nonparamet-
ric MRI, higher core (=12) biopsies, and evaluation of further biomarkers. Important
examples are PCA3, a prostate specific, non-protein coding RNA, T2:ERG gene fu-
sions or the prostate health index PHI derived from total PSA value, fPSA and its pre-
cursor enzyme subtype [-2]proPSA. There was also a significant correlation between
PCa3 and PHI with the Gleason score on biopsy and high-risk pathology [11].

External validation of PCPTRC for 25,733 biopsies from 10 different cohorts and
risk predictions were assessed using AUC, discrimination slopes, chi-square tests for
quality of fit, and net benefit decision curves [2]. Based on risk curves of (high-grade)
prostate cancer as a function PSA level and modifiers FH+/-, DRE +/- and PCA3 for
probands aged 65 or 75 years we present a DSRM basic probability assignment (BPA)

3 https://riskcalc.org/PCPTRC/
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that models risk weights as a function of four ages (55, 65, 75, 85), PSA value, and
modifiers and provides a belief value for the occurrence of a positive biopsy for several
grades of PCa which can be adapted to the respective cohort and its ethnic group by
applying a simplified calibration rule.

In the case of diseases caused by hereditary gene mutations, a BPA with masses m; »
could be based on proband’s or his/her relatives personal risk or experts’ estimates re-
flecting relevant risk factors. Dempster’s rule (DR) combines the BPAs for m; and my,
whereas the belief function values as lower bound are obtained by applying the defini-

tion Bel(X):=2Hcx m(H). Using DR with mlz(X).:ZXl A 629m1(X1)m2(X2), a

combined BPA mpr(®):=0, mpr(X):= m12(X) /(1 —m12(0)), X0 is obtained.

Stroke risk calculators: Richards et al [10] mention that at least 110 stroke as a car-
diovascular disease (CVD) risk scoring methods exist. They consist of either a point-
based scoring questionnaire that required experts or informed probands to manually
identify the applicability of various risk factors criteria and to calculate/interpret the
sum of points associated with. Online tools allow to directly filling out a web form that
transfers the input into a multivariate expression and thus predicts the stroke risk. A
problem is missing or incomplete data when it comes to specific questions about the
lifestyle of the respondent(s), such as length and duration of walks or cigarette and
alcohol consumption.

In [9] mathematical and computer science methods are presented to calculate and
assess the risk of stroke occurrence from the dataset of Japanese Electronic Health Rec-
ords (EHR) from the Tsuyoyama Hospital, Japan, for subjects. The approach requires
the application of rules about the assignment of their test results to ranges used by med-
ical experts to interpret a set of medical test results from blood samples or other body-
related indices. For this purpose, the classifications obtained with Dempster-Shafer-
Evidence Theory are compared with those obtained with other well-known machine
learning methods such as Multilayer Perceptron, Support Vector Machines and Naive
Bayes. The rules were validated by both medical literature and human experts.

UCL (University of California, Los Angeles) Stroke Risk Calculator* collects per-
sonal medical and life style data: sex, age, systolic blood pressure, congoing antihyper-
tensive therapy, smoker or nonsmoker, applicable diagnoses such diabetes, history of
myocardial infraction, angina pectoris, coronary insufficiency, intermittent claudica-
tion, congestive heart failure, atrial fibrillation or other cardiac disorders like left ven-
tricular hypertrophy on ECG which is facilitated by the help of a medical advisor.

A typical model equation is reported in [5]: the 10-year stroke prediction probability
(P) was obtained as follows: (P) = 1 — S(f)exp (x, M)) and f(x, M) := B1 (x1 =M)) +
... Bk (xk =My ). Here, B, ..., Br were the regression coefficients of each risk factor, M,
... M} the means of the risk factors, and S(f) was the probability of survival from the
stroke at the time of 10 years. The half of the data may be used for model construction
and the other for external validation. Actual values are given in [5], Table 1, a concrete
evaluation of the function is explained in reference 8 therein. To include epistemic un-
certainty we propose to use interval computations or fuzzy arithmetic to evaluate (P)

In order to compare different cancer or stroke risk predictors or calculators two as-
pects should be considered: performance and interpretability. Performance stands for
the correctness of the results of the model, typically metrics such as accuracy, F1-score,
and the AUC are used. However it is inaccurate to compare methods trained and tested

# https://www.uclahealth.org/stroke/stroke-risk-calculator
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on different uncalibrated datasets. This is particularly difficult in healthcare since open
datasets are scarce. In [9], Table 4 presents a comparison among different stroke risk
predictors as a reference.

The next dimension to be considered is interpretability, which is the ability to explain
the decision made by the model while making predictions. Calculators based on formu-
las or simple rules are inherently interpretable since we know exactly how decisions
are made, for example it is known which attributes contribute the most to predictions
and how they relate. On the other hand, predictors based on artificial neural networks
and deep learning are not interpretable because of the large number of internal param-
eters and non-linear transformations [7]. Interpretability is important for the trustiness
and usability of risk calculators even if a method is reported to have a high accuracy.
Stroke specialists will likely use a tool that makes sense to them in their clinical prac-
tice, and many of them may not use a tool that does not provide an explanation because
it may compromise the patient's health and treatments.

3  Conclusion

References to evaluation procedures and metrics that have been carried out enable a
team of experts to assess the quality in terms of accuracy, performance, and usability
with the participation of health professionals, patients and their families involved in the
implementation, supply or use of this service. However, this project is facing a number
of challenges. Changes and tightening in the definition of risk classes over the past 20
years, advances in imaging techniques and reporting systems, gene panel testing, and
use of related genomic and biomarkers have a major impact on the models and algo-
rithms underlying the risk calculators. Mixed ethnicities in cohorts, lack of data on pa-
tients, their disease and family histories, different standards in digital examinations and
biopsies performed may lead to highly variable results and incomparability of risk cal-
culators mainly because of epistemic uncertainty, while the authors cited in the refer-
ences focus mainly on aleatory uncertainty.

As a conclusion, we would like to derive some minimum requirements for the Risk
Scoring Online tools: Since the offers are consulted by various user groups, they should
have adequate information about their purpose, their operation and the handling of the
output results. After an introduction to the objectives and the user groups addressed,
comprehensible information must be available for each particular question, which kind
of information is expected about the individual’s demographics, lifestyle, health status
and family disease history. Depending on the disease pattern, examination outcomes,
patients’ own medical lab samples, test results and biomarkers data must also be at
disposal over a longer period of time, which are usually available from the treating
medical specialists. In this respect, the questionnaires should be completed in a collab-
orative manner and the tools support distributed work. Moreover, experts should be
given references to relevant literature on the models, datasets and algorithms used. Fi-
nally, the outcome should be designed in such a way that users are provided with ap-
propriate counseling and help services or contact addresses depending on their alloca-
tion to a risk group and reference to possible effects of various sources of uncertainty.
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Abstract. Sales planning is a recurrent activity for retail stores in order to provide
the necessary resources for a good operation. This is usually based on prediction
models which take as input diverse parameters. Modern technology has made
possible to easily and economically register three important parameters which are
important for sales planning: foot traffic (number of visitors entering a store),
conversion rate (which proportion of the visitors make a purchase), and average
value of sales ticket. In this paper we present a model for helping retail managers
to plan their future sales based on these three simple parameters. The model has
been implemented as a sales planning tool which allo ws them to answer questions
like “how much should the foot traffic improve to attain a certain a certain sales
goal and how difficult will it be to achieve this goal”. The model is based on the
Dempster Shaffer plausibility theory which allows and easy interpretation of the
results.

Keywords: Sales Planning, Retail Prediction Model, Dempster-Shafer, Plausi-
bility Theory.

1 Introduction

Sales goals planning is a common activity in brick-and-mortar retail stores [1]. It guides
store managers concerning a number of decision variables such as staffing, creating
new promotions and/or increase advertising during a given planning period. A conven-
ient planning scenario is one in which the manager assumes a target in terms of expected
number of sales and then, she obtains from a certain predicting machine the store per-
formance indicator values enabling to reach this goal. There are three typical store per-
formance indicators: foot traffic, conversion rate and average purchase amount per
ticket. Therefore, in the mentioned scenario, the output will be a combination of values
for these three indicators. For determining sales and operation planning, managers fre-
quently use prediction models for these indicators [2]. The manager evaluates these
indicator values and may consider them to be inconvenient or unfeasible. In such a case,
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she may start again asking the machine with another sales target as input. The scenario
thus involves a simulation cycle ending when the manager is satisfied with the obtained
indicator values. She may then make the decisions needed to achieve those values. For
instance, she may establish a promotion and advertising campaign to accomplish the
indicator values. If these values actually occur later on and the predicting machine is
correct, then she should satisfy the expected sales goal.

In this paper, we propose the “machine” indicated above. It consists of two systems.
The first one is an algorithm intended to forecast the indicators using evidential regres-
sion within two months in the future. The regression model is able to find the most
important features for the forecasting; thus, it gives the user a clear interpretation of the
prediction process. The second system is a method for planning sales goals based on
the model predictions. This method uses the model forecast to estimate the expected
foot traffic, conversion rate and amount per ticket of the period. The method uses this
information and the historical information of the variation of the three indicators to find
the optimum daily variations to these indicators that are the most plausible in order to
reach the sales goal and its associated risk.

2 The Prediction Algorithm

The prediction algorithm we chose is a supervised learning model called Weighted Ev-
idential Regression (WEVREG) [3] based on the theory of evidence also called the
Dempster-Shafer theory [4], which is a generalization of the Bayesian theory. It is more
expressive than classical Bayesian models since it allows us to assign “masses" to mul-
tiple samples measuring the degree of uncertainty of the process. The method has a
precision as good as or even better than other known methods for the problem at hand.
Besides, it is interpretable. The experiments made with the method show that it can be
used to make good predictions of the three indicators on a daily basis for up to two
months.

The algorithm makes a prediction using a sample set (training set) as evidence. When
a value is predicted, a set of samples in the training set are assigned a mass (importance)
that represents the similarity or effect of each one on the predicted output. The similar-
ity of every sample is computed using a weighted distance function between a new
sample (which is being predicted) and its k-nearest neighbors. Because the algorithm is
based on the Dempster-Shafer theory it is possible to measure the uncertainty of a pre-
diction. This uncertainty is computed using the distance of the new sample and the
values of the outputs observed in the training set. The uncertainty of the responses is
represented in each prediction as an upper and lower limit, the bigger the uncertainty,
the bigger is the difference between these limits.

As it has been mentioned, the algorithm uses a distance function. This function is
tuned during the training phase of the algorithm, where the weight of each feature in
the sample set is learned using gradient descent. This means that when a new sample is
predicted, the optimal importance of each one of its k-nearest neighbors is computed.
Using these weights learned during the training phase, it is possible to perform feature
selection tasks.
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The weight of each feature in this distance function represents the importance of the
feature to predict the desired outcome. This allows us to identify and discard during the
training of the algorithm, any feature that does not contribute any information to the
outcome of the predictions.

The advantages of using this algorithm over other well-known supervised learning
methods, is the interpretability and the uncertainty that the models offer. First, we can
assess the importance of each feature in the input vector to learn the effect the selected
characteristics have on the desired outcome. And if we want a more detailed explana-
tion for an outcome, the similarity of passed observations (samples) can be inspected.
Also, the uncertainty of the algorithm is represented as an upper and lower limit to each
predicted outcome, so when a prediction is computed we can assess if a prediction is
“good” or “bad” under the algorithm parameters.

3 Computing the Goal Sales Amount

As already mentioned, the input from the user will be her desired future sales, and the
output will be the optimal final values of the indicators needed to obtain such goal
(number of visitors, conversion rate and average ticket value). Having a precise set of
predictions allows her to decide whether to focus on the number of people entering the
store, the number of sale tickets they have to make, or the amount of money people
spend on each sale.

We define the amount of sales S as the product between the number of visitors £, the
conversion rate C and the average value of a ticket 7.

S =EXCXT

From the predictions made by the model, we can estimate the expected values of the
variables E, C and 7, and thus, get the expected value of S.

A sales goal is a value S, that is expected to be achieved in the future within a certain
period, e.g., a month. The value of S, is generally larger than the original value of S, so
it is necessary to increase/adjust the values of £, C and T to achieve the goal S,. The
main objective of the planning tool is to find the optimal values of £, C and T, given a
fixed value of S, provided by the user.

An optimal strategy is to consider the difficulty associated with each variable to be
changed over time, because it cannot be assumed that all variables change their values
at the same rate. Since we can access their historical values, we assign a number to each
variable that represents the mentioned difficulty, whose values are obtained based on
the standard deviation of their respective variables. We will call such values the
weights, and we will name them Wg, Wcand Wr.

Since the relationship between the amount of sales, visitors, conversion rate and av-
erage value of a ticket holds, we will consider their initial and final values to work with
the equations (the subscripts i and f* will be used to denote the initial and final values
of the variables):
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S:EiXCiXTi (1)

Moreover, we define the variations Vs, Vi, Ve, Vr as the increase or decrease that
they present respective to their initial values. For example, if the number of visitors
increases from £; = 1000 to £= 1200 (growth of 20%), we say that Vz;=20% = 0.2, i.e.:

i=2-1 V=F-1 ve=Z-1 wn=i- 3)

From (1), (2) and (3) we get:
S-(A+Ve)=E -(1+Ve)XC-(A+V)XT;-(1+Vp)
SEXCXT) - A+Ve) =(E;XCXT) - (A +Ve)-(A+Ve)-(L+Vy)
>A+V)=QA+Ve)A+V)A+ V) 4

This reasoning shows that the problem is a matter of working with the variations of
the variables, where the objective will be for these to be inversely proportional to their
weights (i.e.: the higher their difficulty to change is, the less it is required to vary).
Thus, we define such proportionality as:

Vg - Wg =V, - W, =V, Wy =x (proportion) (5)

Then, without loss of generality, we start to approach the problem focusing on one
of the variables, given the symmetry of the product that defines the equation. We use
equation (4) and leave the equation as a function of Vg; taking Vs and the weights as
constants (since their values are fixed for the problem).

“asm=aen () (o) o

When rearranging the equation and amplifying it by (Wy - W, - Wr), we get the
following third-degree polynomial equation:

(Vg - Wg)* + Wg + We + W) (Vg - Wg)? +
(WLE +WLC+WLT) (Wg - We - Wr) (Vg - We) +
(Wg - W - WT) (=Vs) =0 @)

To simplify notation, we define the following constants in terms of the weights:

C1:WE+WC+WT
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Then, we replace those values in (7) and use the proportion ’x’ from (5):
x3+c x?+ 3 x4 03¢, =0 (8)

The previous equation no longer depends specifically on the variable and weight
associated with the number of visitors £, but now it only depends on the proportion met
by the three variables and the constants c¢i, ¢z, ¢3 and ca. It can be easily seen that the
problem is generalizable for the three variables in the same way, so the problem gets
down to solving the cubic equation as a function of x, for which the general formula of
Gerolamo Cardano is used.

When seeing what happens with the discriminant A of the equation, it is observed
that:

A = 18cycycicy — 4Cicqey + cicic? — 4cics — 27c5cs

By applying the constraints of the real problem and the ranges in which all the values
lie, we obtain that A < 0. Therefore, the equation has a unique positive solution.

To finish, we use the initial values E;, C; and T; (given by the model predictions), the
obtained solution of x, the weights, the relationship mentioned in (5) and the definitions
of the variations from (6), to conclude the optimal values of £, Crand 77:

Ef=El-~(1 +WLE) 9)
=G (1+5-) (10)
=T (1+5) (11)

There are other two possible cases for the algorithm before solving the equations
mentioned above, depending on which variable values the user fixes as inputs to the
process and which ones remain variable and should be calculated. The first case is when
one out of the three variables is fixed, and the second one is when two of them are fixed.
Since the problem remains symmetrical because of the product shown in (4), fixing one
or two variables will is irrelevant for the algorithm being developed.

First case (one fixed variable). When one of the variables is fixed, we end up with its
respective variation as a constant, so its respective weight will not play a role in the
equations to follow. Without loss of generality, we will work as if the fixed variable is
the ticket average value (7).

(1+Vs) =0 +Vg) - (1+V,)- (constant)

Then, just as before, we will replace the value of V¢ in terms of Vg from (5) as fol-
lows, and will name the new constant as Cr:

w,
(1+VS)=(1+VE).(1+VE~—E).CT
We

Rearranging the equation:
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Grwe) - e W + (- +57-) - Ve W) + (1= E22) =0 (12)

WEgWc WE Cr

It is then easily solved as a quadratic equation in terms of the proportion x from (5),
for which we define the following constants:

_( 1 ) b—<1+1) _ (41 1+w)
T \wpwe ~ T W T Cr
Then the remaining equation [ax? + bx + ¢ = 0] has the solution:
—b +Vb? — 4ac
X=—
2a

Just as in the cubic formula shown in the previous case, we can make sure we have
a real solution by checking the value of the discriminant A.
Then, from x we can calculate the values of Vzand V¢ by using (5):

X X

= — V.= —
A ¢

%
E W,

And finally, the outputs we are looking for:

E- =E (1+x)
f— Hi w;

x
Cr=0C;- (1 + Wc)
Tr = (given by user)
Second case (two fixed variables). This is the simplest case, since fixing 2 of 3 variables
gives us a linear equation. Without loss of generality, this time we work as if both the
conversion rate (C) and the average ticket value (7) are fixed by the user. Since their
variations V¢ and V7 depend on their respective values, they will be constants too, giv-
ing the following equation:

(1+Vs) =1 +Vg) - (constant) - (constant)

We name the first constant as C¢ and the second one as Cr, and by rearranging, we
obtain:

14V
A+Ve)=A+Vp)-Co-Cr = V5=u—1
CC'CT

Therefore, the final values are:

Cr = (given by user) and Ty = (given by user)
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All the above can be done in the same way for the other variables in case the number
of visitors is fixed.

4 The Planning Tool App

We developed a web app to visualize the model. Fields can be filled so the user can
give her desired inputs for the sales goal and any of the three optional variables. She
can also choose the date range in which the model predicts the values. Figures 1 and 2
show an example of the Sales Goal Planning tool:

To understand the example shown in Fig. 1, we can see how the variables are eval-
uated in the different equations shown before (equations from (1) to (11)). For this ex-
ample, the weights are not initially shown and will be derived as results from the equa-
tions. First, we write our starting values as:

E; = 7,329 C; =0.1912 T; = 96,843.1 S =135,706,700.88
We notice that equation (1) is satisfied, since:
135,706,700.88 = 7,329 x 0.1912 x 96,843.1
The chosen/desired sales goal value given by the user as “TOTAL” input is:
Sg = 200,000,000

So, we proceed to calculate £y, Crand Ty by replacing the values into the equations.

3) Ve = 220000909 _ 4 » 0.4738
135,706,700.88
= . VE) Ve
(6) 14738 = (1 + Vp) (1 +V, WC) (1 +V, WT)

We can see that the Sales Goal Planning Tool shows the value of V5 below the value
of Eyin the first box under Results. The same is done for Crand 7y with their respective
Ve and V. Therefore, we have:

E; = 8,794 € =02177  T; = 104,492.65
V; =01998 V. =01384 V,=0.0790
— . . WE) | . We
= 1.4738 = 1.1998 (1 +0.1998 WC) (1 +0.1998 WT), cf. (6),

and using (5) it follows

0.1998 - Wy = 0.1384 - W, = 0.0790 - Wy = x
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Wy 01384

. Wg  0.0790
W, 0.1998

~ 06927 @ —=——
W, 0.1998

~ 0.3954

1.1998 - (1 + 0.1998 - 0.6927) - (1 + 0.1998 - 0.3954) = 1.473757 ...
~ 1.4738 = (1 + Vi)

fdec  SmartFollowuP

I e

Entars sal Amoum calculater premaons

ENTERS CONVERSION AVG TICKET TOTAL
7329 18.12% $96,843.1 $136,706,700.
88
Qptimize 1 Optimize. 8 Osiinize Catsulaio
ENTERS CONVERSION AVG TICKET TOTAL
Erers Cenversion Amaurt 200000000
| caloutate
RESULTS
ENTERS CONVERSICN AVG TICKET TOTAL
8,794 21.77% $104,492.65 $200,000,000
T RETY e s

Fig. 1. Predictions for aggregated visitors, input for Sales goal and its associated results.

The purpose of the above equality is to show that the values given as results by the
Sales Goal Planning Tool satisfy the equations that are the base for the entire optimiza-
tion process. i.e.: equations (1), (2), (3), (4) and (5). The same process can be repeated
for the other cases where variables are fixed.

fdec  SmartFollowdl c

Optimize Optimize Optimize Calculate
ENTERS CONVERSION AVG TICKET TOTAL
Enters 20 98000 180000000
[ Calculate
RESULTS

ENTERS CONVERSION AVG TICKET TOTAL
9,184 20% $98,000 $180,000,000

+26.31% +4.6% +119% +32.64%

Aggregation: JsEIIVAETIIIY l Download Goal Planification J

Fig. 2. Same predictions as before, but with 2 fixed variables (Crand 7)), and a different sales
goal with its associated results.
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5 Discussion

We concentrated on three store performance indicators. It must be noted that there are
many such indicators proposed in the literature. Gopal and Trakkar [5] have broadly
classified performance indicators in two groups: financial and non-financial measures.
A typical financial performance indicator is Return on Investment [6]. The idea of
combining several indicators is well known; an early example of a system combining
several of them is the Balanced Scorecard [7]. Among the many performance indicators
previously proposed are the following ones, listed by Cai et al. [8]: sales, percent of on-
time deliveries, rate of stockouts (losing sales), perfect of order-fulfillment, fill rate,
customer satisfaction, order fulfillment lead time, rates of customer complaints, planned
process cycle time and cash to cash cycle time.

The three indicators we used (foot traffic, conversion rate and average purchase
amount per ticket) were chosen because they were easily obtained from the data we had
available. We obtained foot traffic from cameras installed at each store and the other
two indicators from foot traffic and sales management software.
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